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Foreword

This *Handbook* complements the syllabus of the CPRE Advanced Level RE@Agile.

This Handbook is intended for training providers who want to offer seminars or training on RE@Agile according to the IREB standard. It is also aimed at training participants and interested practitioners who want to get a detailed insight into the content of this advanced level module. It can also be used when applying Requirements Engineering methods in an agile environment according to the IREB standard.

This Handbook is not a substitute for training on the topic. The Handbook represents a link between the Syllabus (which lists and explains the learning objectives of the module) and the broad range of literature that has been published on the topic.

The contents of this Handbook, together with references to more detailed literature, support training providers in preparing training participants for the certification exam. This Handbook provides training participants and interested practitioners an opportunity to deepen their knowledge of Requirements Engineering in an agile environment and to supplement the detailed content based on the literature recommendations. In addition, this Handbook can be used to refresh existing knowledge about the various topics of RE@Agile, for instance after having received the certificate.

Suggestions for improvements and corrections are always welcome!
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We hope that you enjoy studying this Handbook and that you will successfully pass the certification exam for the IREB Certified Professional for Requirements Engineering Advanced Level module RE@Agile.
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1. What is RE@Agile

Good Requirements Engineering is a recognized success factor for product or system development, regardless of the development methodology applied.

In this chapter you will get an understanding of the background and history of Requirements Engineering and of the background and history of agile approaches (chapter 1.1). You will learn why sometimes these two disciplines are considered to be incompatible – which is a popular misconception. You will learn that – despite their history – techniques and methods from the Requirements Engineering discipline are being used (without a clear reference to its origin) in specific development approaches (like Waterfall and Scrum). You will also learn that agile approaches (like Scrum, Lean Development and Kanban) need good requirements practices to deliver successful products and systems.

In chapter 1.2 we will discuss the strengths and weaknesses of Requirements Engineering methods and of agile approaches. While Requirements Engineering emphasizes the importance of eliciting, understanding and documenting key stakeholders’ requirements in order not to build the wrong product or system, most agile approaches emphasize the importance of trustful cooperation among the stakeholders. In agile, frequent feedback loops based on visible results are used to avoid wrong assumptions being made or periods of misunderstanding lasting too long.

IREB developed the advanced module RE@Agile to combine the strengths of both disciplines. As you can guess: the goals of Requirements Engineering AND agile approaches are not in conflict, but they rather complement each another – if applied correctly!

The final chapter 1.3 introduces IREB’s definition of RE@Agile. In a nutshell you will learn how your development projects can benefit from this integrated approach.

1.1 History of Requirements Engineering and Agility

Based on their respective histories, Requirements Engineering and agile approaches are often considered separately rather than together. Let us consider some key milestones in these histories to better understand how this situation arose. These milestones are captured in overview in Figure 1. (note that they were chosen by the authors of this Handbook to emphasize important sources for the advanced level module. We do not claim to have captured the complete history of development methods).

In the late 1970s the term “software crisis” resounded throughout the IT-community. The most important complaint: Product development is a complex process and often the products do not satisfy the users. The answer of scientists and methodologists was the waterfall model (originally suggested by Winston Royce, but made popular by Barry Boehm). One of its remedies for the software crisis was to introduce a “Requirements Phase” before designing, building and testing systems. Its goal was to reach agreement among important stakeholders on what the product was intended to do before building it.

Requirements specifications at that time were mostly documents with natural language. Around the same time (mid to end 1970s) many suggestions were made to use graphical models in addition to text with the aim to improve the precision of requirements and to avoid inconsistencies. In 1975 Peter Chen suggested Entity-Relationship models to capture business relevant data. In 1978/1979 Douglas Ross and Tom DeMarco introduced Structured Analysis and Design Technique (SADT) to capture business functionality.

In the mid-1980s Barry Boehm formulated the “Spiral Model”. Requirements Engineering became an iterative technique, while introducing risk management and more frequent feedback cycles.

From a method and notation point of view, 1992 was an important milestone for Requirements Engineering: Ivar Jacobson proposed a “Use Case Driven Approach”. The ideas of emphasizing “actors” (or users) in the context of the system, and of thinking end-to-end across the whole product, were not new.
McMenamin/Palmer (in 1984) and Hammer/Champy, in their “Business Process Reengineering” Methodology, also emphasized this sort of process thinking. But the notation of Ivar Jacobson – simple stick figures and ellipses, supported by natural language descriptions of these use cases – became very popular.

Another important milestone for Requirements Engineering was the Unified Process of Ivar Jacobson – made popular as the “Rational Unified Process” (RUP). RUP recognizes Requirements Engineering as a “discipline” instead of a “phase”. This discipline spans all of the phases (with varying degrees of emphasis).

All modern process models have adopted this distinction between disciplines (like business analysis, requirements, design, implementation, testing) and phases (like inception, elaboration, construction, transition - in the RUP-terminology). The latter allow for manageable milestones, while the former ensure that appropriate techniques and practices are established for ongoing work.

The international standardization of UML (Unified Modeling Language) in 1997 by the OMG (Object Management Group) helped to make requirements specifications using use case models, activity diagrams, state charts and so on more popular, especially since many tools supported these notations.

Thinking in terms of end-to-end business processes was further enhanced by the standardization of the BPMN (Business Process Model and Notation). While Ivar Jacobson’s use cases were often misinterpreted to be “just the IT part of the business processes”, BPMN models are closer to the “business”. This addressed one important RE-issue: the alignment of business and IT.

Another important aspect of Requirements Engineering has been discussed as early as 1986 with HP’s introduction of FURPS: the importance of quality requirements. FURPS (Functionality, Usability, Reliability, Performance and Supportability) was one of the first approaches to emphasize quality aspects in addition to functionality.

This was refined by the ISO/IEC standard 9126, which established many additional categories of qualities to be achieved by systems. The latest revision of this standard is the ISO/IEC standard 25010 (also known as SQuaRE – Systems and Software Quality Requirements and Evaluation), in which the importance of security in modern systems is emphasized.
Some key ideas of agile approaches were published long before the Agile Manifesto appeared in 2001. Tom DeMarco and Tim Lister coined the term “Peopleware” in 1987 to emphasize the importance of human cooperation and teams.

Toyota published success stories involving Kanban and Lean Manufacturing (or Lean Production) in the late 1980s. Both concepts (Kanban and Lean) are core ideas in today’s agile methods.

Scrum, a “framework for developing and sustaining complex products”, was first published by Mike Beedle and Ken Schwaber in 1995. It introduces the role of a “Product Owner”, responsible for the product’s success within an organization. The Product Owner sets the priorities of requirements (often called epics or stories). Partly due to its simplicity (3 roles, 4 artifacts, 5 meetings), Scrum became very popular around the world.

In 2001 a group of 17 individuals representing popular approaches like Extreme Programming, Scrum DSDM, Adaptive Software Development, Crystal, Feature-Driven Development and Pragmatic Programming met in Utah and agreed on a “manifesto”. The Agile Manifesto, as it became known, shifted the emphasis of system development from contracts, documents and long-term planning and processes to cooperation, openness to change and feedback based on frequent releases.

---

1 For the sake of brevity, we will use the role name “Product Owner” in this Handbook, whenever we refer to a person responsible for managing the requirements. For a definition see the glossary.
In the same year Ron Jeffries – one of the signees of the Agile Manifesto – published the 3C model (Card, Conversation, Confirmation), to distinguish “social” user stories from “documentary” requirements practices such as use cases.

A few years later Mike Cohn suggested a format for these cards: user stories. User stories emphasize three important issues: Who wants what why. (As a <type of user> I want <some goal> so that <some reason>).

Since Scrum was mainly developed for smaller teams (up to ten people), more and more scaling frameworks (for example SAFe, LeSS, DAD…) were published from 2010 onwards, suggesting ways of cooperating in larger or distributed teams.

Dean Leffingwell coined the term “Agile Software Requirements” by publishing a book in 2011 with this title, which lead to the term “Agile Requirements Engineering”. Although this term became popular for performing Requirements Engineering tasks according to the principles of the Agile Manifesto, there is a danger that it may lead to the misunderstanding that there are two ways of Requirements Engineering: classical Requirements Engineering and Agile Requirements Engineering. IREB’s view is that there is only good or bad Requirements Engineering - in a non-agile or agile world. Therefore, we call the IREB approach RE@Agile.

1.2 Learning from each other

Agile and Requirements Engineering are two disciplines with different origins and distinct goals that can nevertheless learn a lot from each another.

Let us start with some key Requirements Engineering ideas and see how they can benefit from the agile mindset. After that we will look at some basic agile principles and discuss how Requirements Engineering techniques can further improve them.

IREB defines Requirements Engineering as a systematic and disciplined approach to the system specification with the following goals:

1. Knowing the relevant requirements, achieving consensus among the stakeholders about these requirements, documenting them according to given standards, and managing them systematically;
2. Understanding and documenting the stakeholder’s desires and needs;
3. Specifying and managing requirements, to minimize the risk of delivering a system that does not meet the stakeholders’ desires and needs.

The first point – knowing relevant requirements before plunging into a solution – is undisputed. But agility is very explicit about how “relevant” should be interpreted: just in time! Not all requirements are relevant at the beginning of an endeavor. A vision statement or a set of goals are sufficient to get started. Before parts of the solution are developed a thorough understanding of this subset of requirements is necessary. Others – that are not so urgent for the business - can be left more vague and can be refined later.

A goal of Requirements Engineering is to achieve consensus among stakeholders. Who could challenge this goal? Agility suggests achieving the consensus by intensive, trustful collaboration: intensive discussions about requirements should take place until all stakeholders share the feeling that they are well understood. Another agile mechanism to achieve consensus among the stakeholders, is quick feedback through demonstrable product increments. In many environments seeing a (partial) product increment and being able to use it, is more successful in finding open issues than creating large volumes of precise documents that are often not read.
Requirements Engineering strives to document stakeholder’s desires and needs. Agility warns us that we should not produce documents for the sake of producing documents. Documenting requirements (in an adequate form for the stakeholders) should either

- support the process of achieving consensus or
- satisfy externally imposed constraints (for instance legal constraints or traceability requirements) or
- make life easier for defining requirements for the next release without being forced to start from scratch.

The last goal in the definition of Requirements Engineering is managing requirements, to minimize the risk of delivering a system that does not meet the stakeholders’ desires and needs. To achieve this, agility suggests constantly checking the priority and estimates of backlog items (the requirements).

The principles of agility help to refocus Requirements Engineering in terms of its efficiency, flexibility and collaborative nature. Conversely, there are many insights of Requirements Engineering from which agile approaches can also benefit.

Agility strongly encourages trustful collaboration and communication among all relevant stakeholders. In many agile methods this usually means frequent and open verbal communication between clients and users on one side (those that have needs or requirements) and development teams on the other (those that can provide solutions to the needs and requirements).

While trustful communication is an excellent way to achieve a joint understanding of requirements, this is by far not the only way to elicit requirements. Requirements Engineering has developed an extensive body of knowledge on elicitation techniques (for example [RoRo2013]) suitable for use in different environments and under particular constraints. For example:

- creativity techniques, such as brainstorming, help to create Product Backlog items quickly in innovative projects; product archeology can create quicker results when working on new versions of existing products;
- questionnaires may help to get feedback quickly from a large number of widely dispersed stakeholders that you would never get into one meeting room.

Agile Product Owners can benefit greatly from having a range of such elicitation techniques at their disposal and picking a suitable subset that helps to fill the Product Backlog more quickly than “just talking”.

By focusing on trustful communication agile approaches often downplay the importance of precise documentation. User story approaches, in particular, emphasize that the cards to denote stories are principally a reminder of the discussion, and not a replacement for exact requirements (also see chapter 3.3). We agree that plain natural language (in contrast to more formal requirements notations) is often an adequate way to understand each other. However natural language is sometimes not precise enough to avoid misinterpretation. Many other requirements notations have been developed over the last decades – including many graphical notations – that allow stakeholders to overcome the lack of precision of natural language. Some business processes might be more easily discussed using activity diagrams, data-flow diagrams or Business Process Model and Notation (BPMN) than by writing cards for the steps of the process. Some objects to be dealt with are sometimes more easily sketched using information models, and some state-driven systems could benefit from state models to clarify which activities should be performed in which state. Once again, Product Owners and development teams should know such notations – not for the sake of applying a formalism, but rather for shortening discussions.
Another agile credo is delivering working software frequently, that is working iteratively and creating a series of product increments. It does not, however, make sense to start with iterative development if the team is not aligned on a vision or a set of goals. For a single Scrum Product Owner in full command of a product it may be easy to have a vision or set of goals.

If, however, the Product Owner has to coordinate with a number of “important” stakeholders, then stakeholder analysis, goal alignment and scope definition should precede any detailed requirements work. These activities are included within the idea of a “clean project start” introduced in chapter 2.

Summarizing the thoughts of this chapter: agility helps us to create a culture for successful product development and helps Requirements Engineering become more flexible, efficient and collaborative. From a requirements point of view the cornerstones of agility are trustful cooperation of all stakeholders and striving for short term incremental results. While techniques such as user stories sketched on story cards work well, there are many other elicitation and validation techniques, developed over decades of Requirements Engineering research, that can make Product Owners and their developments teams even more productive – if, of course, applied correctly and without formalistic exaggeration.

In the RE@Agile Primer [Primer2017] we concluded: “The most important value is shared by Requirements Engineering and agile, and that is to make the end user of the product happy because the solution fits their needs or cures their greatest pains.”

In this Advanced Level Module we will go into detail to show how ideas from both worlds can be used together to achieve this goal. In the following definition of RE@Agile we first find it helpful to set out our own guiding principles for the rest of this Handbook.

### 1.3 RE@Agile – A Definition

RE@Agile is a cooperative, iterative and incremental approach with four goals:

1. Knowing the relevant requirements at an appropriate level of detail (at any time during system development);
2. Achieving sufficient agreement about the requirements among the relevant stakeholders;
3. Capturing (and documenting) the requirements according to the constraints of the organization;
4. Performing all requirements-related activities according to the principles of the Agile Manifesto.

As mentioned above we will use the Scrum terminology of a Product Owner as the role that is responsible for the cooperative approach and therefore as the role responsible for good Requirements Engineering.

Let us explore the key ideas of this definition in detail:

1. **RE@Agile is a cooperative approach:**
   
   “Cooperative” emphasizes the agile idea of intensive stakeholder interaction by frequently inspecting the product, providing feedback on it and adapting and clarifying the requirements as by working together everyone can learn and achieve more.

2. **RE@Agile is an iterative process:**

   This suggests the idea of “just in time”-requirements. Requirements do not have to be complete before starting technical design and implementation. Stakeholders can iteratively define (and refine) those requirements that should be implemented soon at the appropriate level of detail.
3. RE@Agile is an incremental process:

Implementation of those requirements that are considered to deliver highest business value or reduce the highest risks from the first increment. Early increments strive to create a Minimal Viable Product (MVP) or a Minimal Marketable Product (MMP).

From then on, the next increments can be added to that product, constantly picking the ones that promise the highest business value, thus constantly increasing the business value of the resulting product.

The first goal ("relevant requirements known at the appropriate level of detail") again refers to the iterative approach: "relevant" are those requirements that should be implemented soon.

And those have to be understood very precisely (including their acceptance criteria) – especially by the development team. They have to conform to the “Definition of Ready” (DoR). Other requirements – that are not highest priority yet – can be kept at a higher abstraction level – only to be detailed further as soon as they become more important.

The prerequisite for the second goal ("sufficient agreement among relevant stakeholders") is to know all stakeholders and their relevance for the system being developed. The person responsible for requirements (usually the Product Owner) has to negotiate the requirements with those relevant stakeholders to determine the order of their implementation.

Agile approaches value intensive and ongoing communication about requirements over communication about documentation. Nevertheless, the third goal emphasizes the importance of documentation at an appropriate level of detail (which differs from situation to situation). Organizations may have to keep documentation about requirements (for instance for legal purposes, traceability or maintenance). In these cases, agile approaches have to ensure that the appropriate documentation was produced. However, it does not have to be created upfront. It might save time and effort to create the documentation in parallel to the implementation, or even after the implementation. It might also be useful to create some artifacts like data models, activity models or state models as temporary documentation to support the discussion about requirements.

Requirements management summarizes all activities to be done once you have existing requirements and requirements related artifacts. In agile most requirements management activities are included in the constant refinement process of the backlog items. But classical requirement management also includes attribution of requirements, version management, configuration management as well as traceability among requirements and traceability to other development artifacts. RE@Agile suggests to minimize these efforts or to balance efforts and benefits:

- Extensive version management can be replaced by quick iterations leading to product increments (for instance the change-history of requirements since they were first encountered is less interesting than their current valid state);
- Configuration management (base lining) is included in the iterative determination of Sprint Backlogs, i.e. grouping those requirements that currently promises the highest business value.

Therefore, some of the time (and paper-) consuming requirements management activities of non-agile approaches are substituted by activities based on agile principles. And some others are well supported by tools that help to automatically keep track of relationships between requirements and about history without additional human effort.

The next chapters of this Handbook will discuss various aspects of RE@Agile in more detail.

Chapter 2 will discuss the prerequisites for successful system development: balancing vision and/or goals, stakeholders and scope of the system.
Chapter 3 and 4 will discuss handling of functional requirements, quality requirements and constraints on different levels of granularity.

Chapter 5 will discuss the process of estimating, ordering and prioritizing requirements to determine the sequence of increments.

The chapters 2 through 5 mainly emphasize handling requirements of a single development team (of 3 – 9 persons).

Chapter 6 discusses scaling Requirements Engineering for larger, potentially distributed teams, including overall product planning and road mapping.
2. A Clean Project Start

Preparing the workshop before starting a major project is an established tradition in many crafts. It includes preparing and gathering the necessary material, cleaning and sorting the tools, removing waste from the previous project, and agreeing on the cornerstones of the upcoming project. Because of the immaterial nature of software, such behavior may appear inadequate or old-fashioned. The opposite is in fact true.

Most of the work in software development is mental work or plain thinking. This means that most of the work is not visible from the outside compared to traditional crafts. In a workshop or a construction site, mistakes are often visible to others and can therefore be corrected immediately. A mistake in thinking can only be noticed if the output of the thinking is visible in some form. The output may then be recognized by a person or system as wrong, leading to the understanding or identification of the mistake in the thinking.

Agile approaches are often not aware of this problem. People think that direct communication and fast feedback cycles are sufficient. Although they are really helpful and valuable, they are not sufficient. For example: if the shared big picture and other visible artifacts are missing when the development starts, then direct communication and fast feedback cycles cannot prevent multiple reworks.

The idea of a clean project start presented in this chapter describes important prerequisites that enable successful iterative, incremental system development.

You will learn that a Clean Project Start should consist of three activities producing three tangible results that can be used to steer iterative work:

- Definition of the vision and/or goals of the system
- Identification of the scope of the system and the system boundary
- Identification of relevant stakeholders and other important requirements sources.

You will learn details for each activity and their corresponding techniques in the next chapters. At the end of this chapter, we will present the case study iLearnRE including exercises to practice the clean project start. The case study will be used as an ongoing example for additional exercises in the following chapters.

2.1 Visions and Goals

2.1.1 Fundamentals

The product vision and/or the goals of the product are of the utmost importance of every development activity. They set the overall direction for development and guide all other activities. Vision and/or goals are either triggered by problems or unsatisfactory circumstances encountered in the current environment, or by changes in the environment that force us to react (for instance the introduction of new legislation), or by innovative ideas that promise more or better business.

We use both terms –vision and goals– interchangeably. Agile methods often prefer to talk about vision while Requirements Engineering approaches usually use the word "goals". Both can be considered as the most abstract formulation of what should be achieved by the system. All team members and all relevant stakeholders should be aware of the defined vision and goals to understand what the team is striving for.

The Product Owner is responsible for the formulation of the vision and/or goals. The Product Owner is also responsible for explaining the details to team members. Being responsible does not mean that the Product Owner must define the vision or goals on his own. Typically, the Product Owner discusses the vision and/or goals with relevant stakeholders and collects their input and feedback.
A common pitfall when defining a vision and/or goals is choosing the wrong perspective, meaning formulating a vision and/or goals that say something about the system under development or part of it. An example is the following statement:

“Create a website for buying and reading electronic books and audio books.”

This vision describes a system (a website) for buying and reading electronic books. Depending on the circumstances, developing such a system may be a good idea or not. However, this statement is far too restrictive to become a good vision statement because it characterizes the system rather than stating what should be achieved by developing the system. The following statement chooses a different perspective:

“Sell electronic/audio books to people in every place in the world (with an Internet connection) and allow them to read/listen to the acquired book instantaneously.”

This statement is better compared to the previous one for several reasons:

1. The statement defines what the system shall achieve instead of defining the function of the system;
2. The statement focuses on the benefits of the system for people (and the users);
3. Buying electronic/audio books wherever they are and reading/listening to the book immediately;
4. The statement does not predefine the type of system;
5. A website may not be the proper solution for reading electronic books/listening to audio books.

The major drawback of formulating visions and goals that focus on the system itself rather than on the what the impact is of the system, is that such formulations restrict the solution space for the team right from the very beginning of the project. As a rule of thumb, avoid any reference to the system under development (and the word “system” itself) in a vision or goal statement.

Visions and goals are normally associated with a time horizon. This time horizon defines the period in which a vision or goal should be achieved. We therefore recommend that the definition of visions and goals should always have a period (or even a specific date) attached to it. It is not necessary to include the period in the formulation of the vision or goal itself, but the period should be clear to all team members and stakeholders.

Agile recommends the definition of visions and/or goals for each iteration. Therefore, there can be different statements for different time periods. A system or product development could have long term goals (or strategic visions), for instance for the next 3 years, which in turn can be broken down into goals to be achieved in specific years. And of course, in iterative development one should also have goals to be achieved in the next iteration.

The benefit of defining visions or goals with a long-term perspective is, that the team members and all stakeholders have a clear understanding of the big picture, and of the timeframe in which the big picture will be achieved. This benefit can be illustrated with the bookshop example presented earlier. The stated vision could be sub-divided as follows:

<table>
<thead>
<tr>
<th>Overall vision “Sell electronic and audio books to people in every place in the world (with an Internet connection) and allow them to read/listen to the acquired book instantaneously.”</th>
</tr>
</thead>
<tbody>
<tr>
<td>End of month 6: Sell electronic books to people in every place in the world and allow them to read the electronic book immediately.</td>
</tr>
<tr>
<td>End of year 1: Sell audio books to people in every place on the world and allow them to listen to the electronic book immediately.</td>
</tr>
<tr>
<td>End of year 2: Sell combined electronic and audio books to people in every place in the world and allow them to read and listen to the electronic book at the same time immediately.</td>
</tr>
</tbody>
</table>
The sub-divided vision presents a clear timeframe for the project and includes the important information that there will be a bundle of electronic and audio books where the reader can both listen to and read the text at the same time. This information is very important for the team since they should design the system for reading electronic books in such a way that it is possible to include the audio book later in the process. Furthermore, the team is now able to give feedback to answer the question: Is it realistic to realize the three goals within the defined timeframe?

2.1.2 Techniques for Vision/Goal Specification

In the previous chapter, you have seen fundamentals related to the definition of vision and/or goals. In this chapter, you will learn specific techniques that can support you in the development and definition of vision and/or goals. Whatever form is chosen: every stakeholder has the right to know what the team is striving for. Therefore, the definition of the vision and the initial goals must take place at the beginning of a development effort.

2.1.2.1 SMART

SMART is an acronym and refers to a simplified style of writing goals and objectives, proposed in 1981 by George T. Doran [Doran1981].

According to Doran, the acronym stands for:

- Specific – target a specific area for improvement;
- Measurable – quantify or at least suggest an indicator of progress;
- Assignable – specify who will do it;
- Realistic – state what results can realistically be achieved, given the available resources;
- Time-related – specify when the result(s) can be achieved.

This original definition has been adapted by the Agile community in various ways. From a Requirements Engineering perspective, the following definition is appropriate:

- Specific – target a specific area for improvement;
- Measurable – quantify or at least suggest an indicator of progress;
- Achievable (instead of assignable) – state a goal that is achievable for the team;
- Relevant (instead of realistic) – state a goal that is relevant for the stakeholders;
- Time-bound – specify when the result(s) can be achieved.

This modification takes into account two ideas behind agile development:

1. Goals should focus on achievability by the team without focusing on resources. Resources are not planned; they are assigned by prioritization.
2. Relevance of the goal, meaning the value that is attached to the goal, is more important than the question of achievability with respect to available resources.

To illustrate the application of SMART, we use the example given above:

“Sell electronic and audio books to people in every place in the world (with an Internet connection) and allow them to read/listen to the acquired book instantaneously”
The SMART criteria are satisfied by this statement as follows:

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific</td>
<td>The experience of buying and consuming electronic and audio books will be improved</td>
</tr>
<tr>
<td>Measurable</td>
<td>The measurable outcome is buying electronic and audio books at every place in the world (with an Internet connection) and reading/listening to them instantaneously</td>
</tr>
<tr>
<td>Achievable</td>
<td>Internet and mobile technology can provide the desired result</td>
</tr>
<tr>
<td>Relevant</td>
<td>Electronic and audio books are a popular medium for many people</td>
</tr>
<tr>
<td>Time-bound</td>
<td>The timeframe is detailed (see above for details)</td>
</tr>
</tbody>
</table>

The SMART criteria can be applied either as a template or as a checklist for a goal formulation. In the template approach, you explicitly describe each element of the SMART criteria. The table above is an example of this approach. The disadvantage of the template approach is that it typically creates redundancy in the formulation.

In the checklist approach, you use the SMART criteria to verify if your goal statement covers all aspects. A good combination of both approaches is the following: Make up your mind by using the SMART template and then use the outcome to define a precise goal that can be communicated easily.

2.1.2.2 PAM

PAM is an alternative set of criteria for goal formulation proposed by [Robertson2003]. The criteria are defined as follows:

- What is the purpose (P)?
- What is the business advantage (A)?
- How would we measure (M) that advantage?

The PAM criteria focus on the business value behind a goal and exclude the time-perspective of the SMART criteria. A benefit of using this approach at an early stage is that it focuses on the different values instead of forcing a time-perspective into the goal definition.

Referring again to our example above, the PAM criteria are not completely satisfied, as shown by the following table:

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>The experience of buying and consuming electronic and audio books will be improved</td>
</tr>
<tr>
<td>Business Advantage</td>
<td>Not stated explicitly</td>
</tr>
<tr>
<td>Measure</td>
<td>The measurable outcome is buying electronic and audio books at every place in the world (with an Internet connection) and reading/listening to them instantaneously</td>
</tr>
</tbody>
</table>
The business advantage is not clear in our example. A business advantage could be:

- People buy more electronic or audio books when they are available instantaneously;
- People buy more electronic or audio books when they are traveling since the books are available all over the world.

Like the SMART criteria, the PAM criteria can be used as a template or as a checklist for goal formulations.

### 2.1.2.3 Product Vision Box

The idea behind SMART and PAM is the definition of explicit criteria that support the wording of goals. These criteria are useful when you have gathered much information and want to structure this information into proper goals and/or a proper vision.

Another way of approaching the definition of visions and goals is the Product Vision Box introduced by [Highsmith2001]. The idea behind the Product Vision Box is that you create a *physical package* for your product that shows the key benefits and ideas of a product to potential customers in a store.

A common format of the Product Vision Box is a half-day workshop. Invite key stakeholders, if possible from the whole spectrum of those involved with your product (for example end users, marketing, technical staff).

You provide cardboard boxes, various types of material (for example paper, pencil, crayons, board markers, aluminum foil, wires) and media material (for example newspapers, magazines, photos) to the participants of the workshop.

The agenda of the workshop should consist of alternating building and presentation phases. During the building phase, a team of workshop participants (3-4 people) creates one or more boxes (packages).

During the presentation phase, the boxes are presented without any explanation to the participants. Every participant can make up his or her mind about each box. Afterwards, the creators present the ideas behind the box(es) and a discussion takes place.

As an option people that were not part of the workshop can be invited to join the last presentation phase. This way external feedback is provided to the group, reducing the effect of group thinking.

The main advantage of the Product Vision Box is that people think about the product idea from the final outcome backwards. A product package typically provides information about the most important key features or benefits of a product. Such an approach implicitly supports a focus on goals and the overall vision. It is great fun for the participants, since it creates a tangible outcome that can be used later on as a kind of reference point for further discussion.

A common objection against the Product Vision Box is that there are types of products that cannot be sold in simple packages but can be developed agile. An example from the field of non-IT projects: Organizational Change projects have to deal with various problem domains and needs and therefore multi-dimensional solutions have to be created that will not fit into one box.

### 2.1.2.4 News from the future

Another technique to approach the formulation of vision and goals is to write a newspaper article about your product that comes from the future (see [HeHe2010]). This technique is derived from techniques for personality development that motivate people to think about their life from the end, for instance by writing their own obituary.
The news from the future can cover various topics and headlines. Good starting points can be:

- **Successful product presentation** – write an article from the perspective of a journalist who participated at your successful product presentation. Mention features, impressions or ideas that this journalist found great about your product;
- **Happy 10<sup>th</sup> anniversary** – imagine that your product celebrates its 10<sup>th</sup> anniversary and that a journalist writes about this event in a newspaper article. Mention ups and downs in the story of your product and how it has had an impact on peoples’ lives or on the business you are in;
- **Product crash report** – imagine your product fails and that a journalist reports on its failure. Mention the reasons that led to the failure, and think about gaps in your knowledge of the customer, missing features, or other quality problems.

The resulting article can be analyzed to identify potential vision and goals. It is also a good starting point for further activities. For example, the SMART or the PAM criteria might subsequently be used to create precise vision and/or goals statements.

The news-from-the-future technique can be performed by individuals or can be done as a group exercise during a workshop. In the group exercise, the participants should write rather short articles that can be read and discussed during the workshop.

### 2.1.2.5 Vision Boards

The term "Vision Board" refers to a class of techniques that provide structured graphical representation of the vision and/or the goals on a physical board. The general idea is that:

- a) The board provides a content- or time-oriented structure to visualize the whole set of vision and/or goals to the stakeholders;
- b) The vision board is considered to be a living entity that is modified constantly to represent the current understanding of all stakeholders;
- c) The vision board is the single point of truth for all stakeholders when it comes to the vision and/or goals.

A very simple example of a vision board consists of three columns:

- **Short-term vision and related short-term goals**: what do we want to achieve in the near future (for instance 4 weeks)?
- **Mid-term vision and related mid-term goals**: what do we want to achieve in the mid-term (for instance 6 months)?
- **Long-term vision and related long-term goals**: what do we want to achieve in the long-term (for instance 3 years)?

A second, structure-oriented example of a vision board is the "Product Vision Board", defined by [Pichler2016]. It consists of the following elements:

- **Vision**: What is your motivation for creating the product? Which positive change should it bring about?
- **Target group**: Which market or market segment does the product address? Who are the target customers and users?
- **Needs**: What problem does the product solve? Which benefit does it provide?
- **Product**: What product is it? What makes it stand out? Is it feasible to develop the product?
- **Business goals**: How will the company benefit from this product? What are the business goals?
2.1.2.6 Canvas Techniques

The term "Canvas Technique" refers to a set of techniques that aim at providing a structured overview of several aspects of a product. Canvas Techniques are close to Vision Board techniques, but typically have a broader scope and do not solely focus on the vision and/or goals of the product. Nevertheless, the vision and/or goals are always part of canvases and are developed in conjunction with the other aspects covered by the canvas.

Because of this broader scope, there are more slots when using Canvas Techniques that when using a vision board. Therefore, Canvas Techniques require more space to document all aspects. Hence, the term canvas is used, because a canvas can be much larger than a board. Nevertheless, the general idea behind Canvas Techniques is similar to vision boards.

A popular example of Canvas Technique is the "Business Model Canvas" from [OsPi2010]. The idea behind it is to describe a company's or product's value proposition, infrastructure, customers and finances.

Another example is the Opportunity Canvas from [Patton2014]. This canvas assumes an already existing product that has to be improved.

2.1.3 Changing Vision and/or Goals

Goals may change during a development effort because of new stakeholders or because of a changed understanding of the system or the context. Therefore, the documentation of the vision and/or goals should be updated on a regular basis. Techniques such as the Vision Board provide a physical representation of the vision and/or goals and allow for easy communication of changed goals.

Changes to the vision or the goals should be documented explicitly including the rationale for changing them. Formal documentation of these changes is not necessary. Lightweight ways of documenting changes are:

- A diary or journal (analogous or in a tool) for the vision and/or goals, where every change is documented with a date and the rationale.
- A photo of the vision board (or other representation), including notes that reflect the change.

This documentation should be considered as the common memory of the vision and/or goals and is useful to reflect on changes and to recognize the frequency of changes. This frequency is an important metric: too frequent changes, especially in later stages of product development, should be considered an indicator that the overall product development is in danger since there is no clear overall direction for the product.

2.1.4 Specifying the System Boundary

2.1.4.1 Fundamentals

The concept "System Boundary" consists of a set of terms that allows for precise thinking and documentation of the scope and context of the system. A proper understanding of the term "System Boundary" requires an understanding of the terms "Scope" and "Context".

The following definitions are included in the IREB glossary:

- System Boundary: The boundary between a system and its surrounding (system) Context.
- Context: The part of a system's environment being relevant for understanding the system and its requirements.
- Scope: The range of things that can be shaped and designed when developing a system.
Sometimes the context of a system must remain unchanged and the system boundary is non-negotiable. Typical examples are:

- Replacement of a technical component inside a larger existing system. For example, a software component of an embedded control unit in an existing car production line must be replaced due to changed legal requirements. The cars are already in use and the component must fit within the existing interfaces and hardware. Changing these aspects is not possible.

- Development of a system within an existing ecosystem. For example, an insurance company has a web portal for customers to manage their insurance contracts. The company has decided to develop a smartphone app as a second channel for customers. The app will have the same functionality as the web portal. The app development project may not change the portal or the interfaces to other systems.

In many development efforts, however, the scope and the system boundary may be negotiated. That is, elements of the context may indeed be modified during the development effort. This statement may appear abstract and theoretical, but it has a significant impact on every development effort. It must be clear from the beginning which elements of the system context can be modified and which elements must remain unchanged.

A typical situation is the improvement of a business process with a new system. For example, a bank wants to replace a paper-based application for new accounts with a web portal solution. In the existing process, the potential customer sends the paper application form to the bank. A bank clerk approves the paper application and sets up the bank account by entering the data into the banking system. The new system provides a web-based application for potential customers: the customer enters his or her data into the form and sends the data to the bank. Immediately after sending the data, the customer receives confirmation of the application via email. This is the intended modification in the system context (potential customers no longer use a paper form, they now use the web-based application).

The more interesting part of this example is the process in the back office. Here, three scenarios could be possible:

1. The application data is sent via email to the bank clerk. The bank clerk performs the existing approval process and enters the data manually into the banking system.

2. The approval process is performed within the new web portal by the bank clerk. The bank clerk checks the application data within the web portal. If the clerk accepts the application, then the web portal uses a new interface to the banking system to setup the bank account automatically.

3. The approval process is performed automatically by the new web portal. The web portal is equipped with a rule-based approval engine that allows automatic approval of standard applications. In case the application is approved, the web portal sets up the bank account automatically. In case it's not approved, the application must be checked by a bank clerk.

This is of course an over-simplified and incomplete example, but it shows the impact of the scope decision. In the first scenario, the scope is limited to the web portal, the new application process, and the email transfer of application data to the clerk. In the second scenario, the scope also includes the way the bank clerk works in the back office and the data transfer to the banking system, but the decision on the application remains with the clerk. In the third scenario, even the decision process has become part of the scope of the project.

Which of the three scenarios is appropriate for the bank concerned is not clear from our example and depends on various factors that must be identified and decided during the development effort.

\[\text{Comment: The description of this example is incomplete by intention. We will uncover further missing aspects on the following pages to illustrate the benefit of various techniques. In case you believe that you already have spotted some missing things, note them and see if we share your viewpoint.}\]
Nevertheless, the bank example shows that a shared and common understanding of the scope and the context of the system is a prerequisite for an effective and efficient development effort. Misunderstandings related to the system boundary or the scope may lead to:

- Development of functionalities or components that were not under the responsibility of the development effort. For example, our bank project has started to develop the rule-based approval engine (scenario 3), but the stakeholders never agreed on such an approval engine. If the stakeholders decide that this approval engine is not required, then the development effort for this engine is lost.

- The wrong assumption that functionalities or components that are in fact part of the system should have been developed outside the system (the assumed scope was too small). For example, our example bank project has implemented the email transfer of application data to the clerk (scenario 1), but the stakeholder expected that the approval has been performed inside the web portal (scenario 2).

The system and the context boundary can be defined by discussing:

a) *Which features or functionalities have to be provided by the system and which have to be provided by the context?* This question targets the system boundary by talking about concrete capabilities of the system. For example, in our bank project, may the system approve an application automatically or not (scenario 2 or 3)? Another discussion could be the setup of a new bank account: should the new system perform this task or not (scenario 1 or 2)?

b) *Which technical or user interfaces have to be provided by the system to the context?* This question targets the system boundary and is closely related to the feature/functionality question above. Many functionalities require interfaces to users or other systems. For example, in our bank project, the automatic setup of new bank accounts (scenario 2) requires an interface to the banking system. Also, the approval by the bank clerk inside the web portal (scenario 2) requires a user interface to display and approve the application data.

c) *Which aspects of the context are relevant / irrelevant for the system?* This question targets the context boundary by explicitly addressing aspects of the context that have to be examined during system development. For example, in our bank project, the application form and the process for sending the data to the bank is definitely part of the context. Whereas the setup of the bank account may be part of the context (scenario 2 and 3) or may be outside of the context (scenario 1).

d) *Which aspects of the system context can be modified during system development?* This question targets the scope of the system by defining which context aspects may be modified or not. It is important to recognize that an element in the scope is per definition part of the system context. For example, in our bank project, it could be the case that the approval decision must remain with the bank clerk (making scenario 3 impossible).

All four questions are of course closely related and must be discussed together. Keep in mind that the Context Boundary is always incomplete as it can only be defined by the things that one explicitly excludes from the System Context. Similarly, the Scope is never final and may change during a development effort. The important message from a Requirements Engineering perspective is that changes in Scope, System Boundary and Context Boundary must be made explicit for all relevant stakeholders.
2.1.5 Documentation of the System Boundary

The scope and the system boundary can be documented and clarified with several techniques. In this chapter, we will present four of these: context diagrams, natural language, use case diagrams and story maps.

2.1.5.1 Context Diagram

The context diagram is an element of the essential system analysis [McPa1984] and uses diagrams to represent the context. It documents the system, aspects of the context, and their relationship. The notation of a context diagram consists of three modeling elements:

- The system under consideration (circle);
- Aspects of the context (boxes);
- Arrows to represent connections between elements. The direction of the arrow represents the flow of information.

The following figure shows the context diagrams for all three scenarios of the bank account application portal.

![Context Diagrams](image)

All three scenarios include the relationship between the potential customer and the portal (the customer sends application data to the portal) and the relationship between the bank clerk and the potential customer (the bank clerk sends a notification for approval/refusal of the application to the potential customer). Documenting the second relationship (between the potential customer and the bank clerk) is not part of the original context diagram. However, it is useful to document this relationship in practice, since it clearly denotes that the system is not responsible for sending this notification.

The context diagrams for scenarios 2 and 3 share the relationship with the banking system to setup the new bank account in case of approval. This relationship is not part of scenario 1, since the bank clerk sets up the account manually.
One could argue that the relationship between the bank clerk and the banking system could also be documented in the context diagram for scenario 1. There are arguments for and against this:

- **For**: Setting up the bank account is part of the overall business process (create a bank account) and it must be documented to understand the overall context.
- **Against**: Setting up the bank account has been defined as out-of-scope for scenario 1. Therefore, it should not be documented.
- **Both arguments are understandable and valid. The decision for or against the documentation of such relationships depends on the overall project context.**

The main difference between all three scenarios is the relationship between the bank clerk and the portal. In scenario 2, the bank clerk receives all application data and must approve or refuse them. In scenario 3, the bank clerk only receives those applications that cannot be decided upon automatically. In addition, the context diagram for scenario 3 reveals a new and previously missing aspect: the bank clerk receives a notification for automatically approved/refused applications. This information is necessary for the bank clerk to send a notification to the potential customer.

Although the portal example is an oversimplified example, the context diagrams for all three scenarios are substantially different and provide an easy overview of the system and the context.

### 2.1.5.2 Natural Language Documentation of Scope and System Boundary

Natural Language is the most flexible and easy to use technique to document Scope and System Context. Just provide a list of features/functionalities of the system and a list of further aspects to document the System Context (remember to document aspects that are considered outside as well). Use an additional list to document the Scope of the system.

The Scope and System Boundary documentation from scenario 1 of the banking project could be represented by the following list.

**Scope and System Boundary of the Bank Account Application Portal (Scenario 1)**

**Features/functionalities of the system:**
- Web-based form to apply for a bank account
- Send email to customer to confirm having received the application form
- Send application data via email to the bank back office

**Aspects inside the context:**
- Customer who wants to apply for a bank account

**Aspects inside the scope:**
- Process of filling out the application form (performed by customer)
- Process of sending application data to the bank clerk

**Aspects outside the context:**
- Bank clerk from the bank back office who approves the application (or not)
- Setup of the bank account (if application is approved)
- Send approval of application to customer (if application is approved)
- Send refusal of application to customer (if application is not approved)

Comparing this list with the description of scenario 1 in chapter 2.2.1 reveals one new aspect that has not been mentioned before: The description does not mention approval or refusal information. It is not clear how the customer is notified of the approved or refused application.
The above list shows that this issue is not part of the context, hence the development effort does not need to concern itself with this topic. Without this explicit statement, it is very likely that different stakeholders might have different expectations on how approval or refusal would be handled with the new system.

2.1.5.3 Use Case Diagram

The Use Case Diagram is part of UML. It is a diagram type that models the actors and the use cases of a system. A use case specifies the behavior of a system from a user’s (or other external actor’s or for example other system’s) perspective: every use case describes some functionality that the system must provide for the actors involved in the use case.

The focus of Use Case Diagrams on actors and their related functions on a detailed level is very useful for clarifying Scope and System Context. The following notation elements of Use Case Diagrams are useful for modeling the System Context:

- System Boundary (box with name of the system)
- Actor (stick figure with name below or box with name)
- Use Case (oval with name of use case)
- Relationship between Use Case and Actor (line)

Use Case Diagrams also provide notation elements to model relationships between use cases (for example extends and include relationships). The notation elements are used to document more detailed relationships among use cases. This level of detail is typically not useful for an initial clarification of the system context. The following figure shows use case diagrams for all three scenarios of the bank account application portal.

At first sight, the use case diagrams give an overview of the increase of the functional complexity of the three scenarios. Scenario 1 is very simple (one use case), whereas scenario 3 is the most complex one (five use cases).
The core information of the use diagram is carried by the names of the use cases. Therefore, it is important to carefully define proper names for the use cases. Comparing the use case diagrams for scenarios 2 and 3, one can see that the use cases for "considering an application" in scenario 3 are detailed with the adjectives "automatically" and "manually", to clarify who is performing that task. This clarification is not necessary for scenario 2, since the bank clerk is responsible for considering all applications.

The main differences in terms of system boundary between the three scenarios are clearly visible:

- In scenario 1, the bank clerk is not part of the system context, since the clerk is not an actor of the portal; the clerk receives the application via email.
- In scenarios 2 and 3, the bank clerk is part of the system context, since the clerk interacts in various ways with the system.
- In scenarios 2 and 3, the banking system is an actor, since the portal has to interact with the banking system for setting up bank accounts.

One aspect of the process is not mentioned in the diagrams: the notification of the customer in case of approval or refusal. If this notification is part of the banking system, then the diagrams are correct and the notification is out of scope. But, if this is notification is part of the application portal, the diagrams must be extended to include the notification.

Comparing the use case diagrams and the context diagram (see Figure 1), the main differences between the two notations can be seen:

- In the context diagram for scenario 1, the bank clerk is documented, since the clerk is an element of the system context that receives information (via email) from the portal. In the use diagram for scenario 1, the bank clerk is not present since the clerk is not an actor with respect to the portal.
- The use case diagram does not allow documenting relationships between actors that are outside the system, but inside the system context. The context diagram allows documentation of the information flow between context elements (the notification of approval/refusal from clerk to potential customer).
- The use case diagram provides an initial functional decomposition of the system (the use cases). This functional decomposition is not visible in the context diagram.

These differences originate from the notation elements of both diagrams and should not be understood as advantages or disadvantages of one diagram over the other. If possible, one should create a context diagram and a use case diagram in parallel to benefit from the strengths of both diagrams. If one must choose between context and use case diagram, the following rule of thumb is helpful: if the system under consideration is embedded in a complex context with various important interactions outside the system, then a context diagram would be preferable. If the system under consideration has a complicated set of functionalities and interactions with various users and/or related systems, then a use case diagram would be preferred.

2.1.5.4 Story Map

A Story Map [Patton2014] is a technique for documenting and managing product development during the whole product development process. Its main structure is a two-dimensional arrangement of user stories. The horizontal dimension focuses on the backbone, meaning the narrative flow of the system (or the overall process provided by the system). The vertical dimension provides details for each part of the narrative flow as well as a separation of items according to the development sequence of the software.
Thus, the Story Map provides a useful model for understanding the functionality of the system and describing context/scope on a detailed level. Further details on Story Maps will be presented in chapter 3.4.

2.1.6 The Inevitability of a Changing Scope

The definition of an initial scope (including the system context) must take place at the beginning of a development effort. Without a clear scope, the team has no frame for their development effort and without an understanding of the context, the team has no understanding where the system will be situated and no understanding where to look for information about what to develop.

Nevertheless, scope and system context are never final and stable. In fact, the only event that would make the scope and system context stable would be to take the system out of operation! There are many reasons that require an adjustment of the scope and/or the context. The customer may demand changes and require new functionalities; changes may be necessary as the result of new or modified legislation.

The most common reason, however, for changing the scope and/or the system context, is the evolving understanding of the development team and/or of the stakeholders. In general, every development effort constitutes a significant change in the system context and these changes cannot be fully predicted. Learning new things is natural in such situations, and new learning often has an impact on scope and/or system context.

This situation is not an excuse for not having a proper definition of scope and system context. From a Requirements Engineering perspective, in fact, it is the main reason for defining scope and context systematically. Without a proper initial understanding of current scope and system context, it is only a matter of chance whether the need to adjust it later, will even be recognized. The techniques presented in this chapter are lightweight and easy to use. Using the techniques properly requires only a little effort and provides huge benefits to every development effort.

2.2 Stakeholder Identification and Management

2.2.1 Fundamentals

According to the IREB glossary, a Stakeholder is a person or organization that has a (direct or indirect) influence on the requirements of a system. Furthermore, indirect influence also includes situations where a person or organization is impacted by the system.

This definition emphasizes the importance of Stakeholders, the proper identification of Stakeholders and of Stakeholder Management during the development effort. The statement "responding to change over following a plan" from the Agile Manifesto is often misunderstood and used as an excuse to skip proper Stakeholder Identification at the beginning of a development effort. The identification of a new stakeholder is an inevitable change to which the team must react.

Failure to identify and include an important stakeholder in a development effort can have a major impact: important requirements can be discovered (too) late, or even missed altogether. This may lead to expensive changes later in the process or even a useless system. Stakeholder Identification and Management is an important investment to minimize the risk of missing important stakeholders and their requirements.
2.2.2 Identification of Stakeholders

In this chapter we present the onion model as a simple technique for Stakeholder Identification and classification. Furthermore, the importance of users as central stakeholders, as well as the importance of indirect stakeholders, is discussed.

2.2.2.1 Onion model for stakeholder identification and classification

The Onion Model from Ian Alexander [Alexander2005] is a simple tool for Stakeholder Identification and classification. The model consists of three types of stakeholders (onion layers) that can be systematically searched for stakeholders:

- **Stakeholders of the system**: these stakeholders are directly affected by the new or modified system. Typical examples of this class are users, maintenance personnel and system administrators.

- **Stakeholders of the surrounding context**: these stakeholders are indirectly affected by the new or modified system. Typical examples of this class are managers of users, project owners, sponsors, or owners of connected systems (for example systems that have an interface with the system under development, see chapter 2.2.4).

- **Stakeholders from the wider context**: these stakeholders have an indirect relationship to the new or modified system or to the development project. Typical examples of this class are legislators, standard setting bodies, competitors, non-governmental organizations (NGO's), Trade Unions, Environmental Protection Agencies et cetera.

Stakeholders of the system are also called direct stakeholders. Stakeholders from the surrounding and wider context are also called indirect stakeholders.

The onion model can be applied in several settings for Stakeholder Identification:

- **Thinking tool** - use the onion model to systematically think about the system under development and to write down every possible stakeholder that comes to mind for each layer.

- **Interview guideline** - use the onion model as a guideline for short stakeholder interviews. During the interview, the stakeholder can be asked for potential stakeholders within each layer of the onion.

- **Workshop guideline** - use the onion model to structure a workshop for stakeholder identification. The model can be used as a visualization tool (for example on a board or flip chart). Each layer of the onion can be analyzed with the workshop participants. For example, every stakeholder writes the names of stakeholders on a card. Alternatively, each layer can be elaborated during a brainstorming session.

As a rule of thumb, the identification of stakeholders should rely on a broad range of sources. A single interview with one person is typically not sufficient to identify the most important stakeholders. Instead, the Product Owner should plan for several interviews and/or workshops for stakeholder identification. If certain names are mentioned several times (for example Maria is referred to as a very knowledgeable person on some business topics), then this redundancy should be interpreted as a sign of importance and not as time wasted.
2.2.2.2 Importance of the user as a direct stakeholder

If a system has human users, these users are amongst the most important direct stakeholders. The success of a system relies on the acceptance of the system by its users. Even if the features of a system are perfectly implemented, then the system is worthless if the users do not want to use the system.

A simple classification with respect to stakeholders is the separation between open and closed environments:

- In an open environment, the users have alternatives to select from. For example, a company wants to develop new office software (for example for word processing and presentations). There are several alternatives on the market for this kind of product. The stakeholder analysis must focus on information that helps to convince users to switch from their existing system to a new one.

- In a closed environment, the users are “forced” to use a new system. For example, a company develops a new business administration system for managing their business and every employee of that company must use this new system because it is connected to every part of the company. In such a closed environment, stakeholder identification (and management) may not receive sufficient attention, because the users have no choice but to use the system. Such behavior underestimates the power of the corporate immune system: if the users do not accept the new system, then the immune system of that organization will find a way to prevent its introduction.

The users of a system (in both open and closed environments) typically cover a wide spectrum of people with different expectations, attitudes, and prerequisites. Understanding the spectrum of users for a system is an important first step.

If the number of users is small, it is advisable to get to know them (or their representatives) via personal interviews. In such situations, the users can be asked requirements-related questions directly.

If the number of users is large or even unknown (typically in open environments), the spectrum of users should be captured using other means. A proper tool for such a situation is the Persona Technique [Cooper2004]. A Persona represents an example user with distinct characteristics. Such a Persona is typically described in a detailed way including a real name (for instance Jim), one or more pictures, a short CV and a list of hobbies. The goal of the description is to illustrate the persona as realistic as possible and to ask requirements-related questions to this persona (for instance: What kind of search function would Jim prefer?). A single persona is typically not sufficient for a development effort. As a rule of thumb, a project should develop 3-5 persona with various backgrounds. It is especially advisable to develop persona with distinct positions (for instance a novice and an expert business person). If new software is developed for these selected distinct user profiles representing the extreme usage scenarios of the product, then most mainstream users (for example the average or experienced user) will also accept the system.

Persona is a technique that is embedded in the design process of new software. An alternative, more measurement-oriented approach is the application of data analytics, Google analytics and big data: The behavior of online users can often be analyzed directly by embedding such technologies into deployed product increments. The main benefit of such techniques is that they provide concrete data on user behavior. The main drawback of such techniques is that they must be planned in detail and implemented into the software increment. Hence, the measurement objectives for such techniques have to be clear since gathering of the related data is expensive.
2.2.2.3 Importance of indirect stakeholders

Indirect stakeholders can be found in the surrounding context of the system, and may be as important for a development effort as the users themselves. The term indirect stakeholder is by intention very broad since indirect stakeholders differ significantly for different types of systems.

The general idea behind indirect stakeholders is to search for stakeholders that can have impact on the success of a system, either positively (support) or negatively.

Support can be provided in various forms. A stakeholder can provide important information related to the domain (for example important business rules or user needs) or on future developments in the domain (for example a new type of product, a new law that may impact the business). A stakeholder can also provide political support during the development and introduction of the system (for example an important manager from a related department).

A negative impact on the success of a system may also happen in various ways. An important aspect may be, for example, the formal admission of a system in regulated environments (for example medical systems): if relevant stakeholders for the admission of a system are not involved early in the development process, then a new system may fail to fulfill important admission criteria. The political dimension of a development effort is another aspect (for example a manager of a department with a competing product may hinder the development). The negative impact is not limited to the development effort. Underestimated types of indirect stakeholders are NGO's or people that are only loosely related to a system. For example, an NGO that is active in the field of personal health data protection may have a strong view on storing certain types of personal health related data. If you develop a system in this area, then such an NGO may start a campaign against your system.

Investing time in the identification of indirect stakeholders should be considered as a means of gathering additional information for the development process in order to reduce the risk of failure. As a rule of thumb, a Requirements Engineer should develop a broad view on indirect stakeholders. Talking to indirect stakeholders is often beneficial, even if an indirect stakeholder does not provide new insights; the confirmation of already known information is often also beneficial.

2.2.3 Management of Stakeholders

Systematic identification of key stakeholders must take place at the beginning of a development effort as a setup activity. Managing the identified stakeholders throughout the development effort is a continuous activity. Although this sounds very costly, a simple list including contact details and relevant attributes (for example areas of competence or availability) will suffice in most contexts. If the project uses a wiki to manage the documentation, then the stakeholder list can be created and maintained easily in the wiki.

The list may change at any time, either because a stakeholder was initially overlooked or due to changes in the context, such as a new NGO being established. Once a new stakeholder has been identified, the stakeholder should be approached to elicit the requirements for the new system and to gather other valuable information.

Because of the broad range of possible stakeholders, every participant in a development effort (for example the development team and the Product Owner) should participate in the identification of missing stakeholders. The first step is to create awareness in the development team about the importance of stakeholders and to look for signs of new or missing stakeholders.
2.2.4 Sources for Requirements beyond Stakeholder

Depending on the system and the domain, existing documentation, neighboring systems with interfaces to the developed system, legacy systems or even competitor systems may also be important sources of requirements. The following list provides some examples:

- If the system under development has a predecessor system, the documentation (if there is any) and the source code of this legacy system can provide important requirements (for instance detailed requirements on data structures);
- If the system under development has interfaces to other existing systems (for example in a large business context), the documentation of the interfaces provides important requirements for the interaction between the system under development and these systems. The users, developers etcetera of these existing systems are of course important stakeholders;
- Almost every system has one or more similar systems, meaning systems that perform similar tasks in other contexts. Such similar systems are often underestimated as a source for requirements and ideas. If you develop, for example, a shopping system for a highly specialized product, then you should have a look at existing online shops and their functionalities to see if they could also be useful for your systems;
- If developing a highly innovative system, recent research in this area could also be an important source for requirements. There are several Internet databases that can be searched for research material (for instance Google scholar).

If your development effort can benefit from additional sources for requirements, these should be systematically identified and managed in a way similar to managing stakeholders. Detailed information on the management of other requirements sources is provided in the IREB Advanced Level module Elicitation and Consolidation.

2.3 Summary

The definition of Vision and Goals, Stakeholders, System Scope and Context are interdependent:

- Relevant stakeholders formulate the vision and the goals. Therefore, the identification of a new stakeholder may have an impact on the vision or the goals.
- The vision and goals can be used to guide the identification of new stakeholders by asking: Which stakeholder may be interested in achieving the vision and/or the goals or is affected by achieving the vision and/or the goals?
- Vision and goals can be used to define an initial scope by asking: which elements are necessary to achieve the vision and/or the goals?
- Changing the system boundary (and thus the scope) may have an impact on the vision and/or the goals. If aspects are removed from the scope, then the system may no longer have sufficient means to achieve the vision and/or the goals. Conversely, if the scope is extended, this may provide new means to fulfill the vision and/or the goals.
- Stakeholders suggest the system scope. Therefore, the identification of a new, relevant stakeholder may have an impact on the scope. For example, an important manager may decide that the scope of the project can be extended.
- A change of the scope (for example to fulfill a new or modified goal) requires agreement from the relevant stakeholders.
These strong interdependencies mean that it is important to balance all three elements and to examine the impact of changing one of the three elements on the others. Being aware of these interdependencies is the first step towards working jointly on vision and goals, stakeholder and scope. Because of these tight interdependencies, we recommend handling these elements together.

Before starting with iterative development, we recommend creating a coherent, initial specification that includes:

- vision and/or goals
- scope and system context
- initial list of stakeholders (and potentially other sources).

The methods and tools presented in this chapter can be used in a lightweight way to create such a specification. A good, lightweight starting point is a half-day workshop with all three elements on the agenda. Every participant should prepare for the workshop by answering the following questions:

- What is your vision for the system? What are the most important goals for you?
- What is your understanding of the system context and the scope?
- Which stakeholders and other sources (documents, systems) have to be considered for the project?

If the workshop participants are not familiar with the terminology, provide the definitions as background information to them. The outcome of this workshop is a starting point for the creation of an initial specification using the methods and/or techniques described in this chapter.

The initial specification should be considered as a living document that should be checked and updated on a regular basis. The rituals and techniques of agile development provide several ways for lightweight maintenance of this documentation. A pragmatic approach is to include a crosscheck against context/scope documentation in the Definition of Ready. For example, if the scope was described by means of a use case diagram, then every user story would be linked to a use case and actor.

### 2.4 Case Study and Exercises

Throughout this Handbook we will use a case study. Imagine that you want to create a system that allows students to use a training platform via Internet to learn about Requirements Engineering. Short video lessons should be offered together with questions to assess whether a student mastered the various topics. The platform should be usable on any device that allows the students to connect to the Internet, meaning smart phones, tablets, laptops, … For the manager of a larger group of students the platform should offer information about the progress of the individual students. We suggest calling the platform “iLearnRE”.

Suggestions for Exercises:

If you want to practice the Clean Project Start, we invite you to use the iLearnRE case study. As an initial list for the vision and/or goals, we have defined the following statements:

- Online Video Training Portal to learn about Requirements Engineering and prepare for the IREB exam
- Available on different platforms even with low-bandwidth internet connections
- Includes a chat room/discussion forum to discuss issues with other students
- A management dashboard to control progress of students in your team.

We have further defined the following list of users:

- Students
- Administrator of the Portal
- Team Leaders (of Students)
- Question Authors

With this information, you can work on the following exercise:

1) Use the techniques from paragraph 2.1.2 to reformulate the vision/goal statements
2) Create a context diagram for iLearnRE
3) Create a use case diagram for iLearnRE
4) Think about additional stakeholders for iLearnRE.
3. Handling Functional Requirements

In chapter 2 you have learned about the clean project start, for instance about important prerequisites that you should gather before beginning iterative, incremental development.

This chapter deals with eliciting, discussing and capturing Functional Requirements. The other two categories of requirements (quality requirements and constraints) will be discussed in chapter 4. Many of the ideas in this chapter are also relevant for these other two categories.

In this chapter you will learn that it is quite normal that stakeholders talk on different levels of granularity all the time. They will sometimes ask for very abstract things, where you as a Product Owner will have to work quite hard to find out all relevant details. And sometimes they will ask for very small, precise things that are already close to what a development team can understand and implement. Your job as a Product Owner is to deal with all these levels of granularity. High level is not bad if these features are not needed very soon. But for those that should be implemented in one of the next iterations more precision is required.

In the agile world, coarse-grained requirements are often called epics, themes or features. This chapter will show you how to transform them into INVEST user stories, that is to make them precise enough so that they can be dealt with by the development team.

As soon as you accept the idea that requirements do exist on different levels of granularity, some questions naturally arise:

- How do we deal with multiple levels of granularity?
- Which criteria can and should be applied to split big, abstract topics into smaller chunks?
- Is it sometimes necessary to group many small requirements into larger chunks so that we have a “bigger picture” for orientation?
- How precise do we have to be before the development team can begin with the implementation?
- Is it necessary or advisable to keep multiple levels of requirements, or can we throw away abstract statements as soon as we have more concrete requirements?
- Do we have to capture all of this in writing or can we simply talk about it?

In this chapter we will deal with all those questions. As mentioned earlier we will concentrate on Functional Requirements. In chapter 4 we will discuss quality requirements and constraints. In chapter 5 Estimation, Ordering and Prioritizing of Requirements will be discussed. This chapter 3 is solely about managing complex functional requirements and refining them to a level such that they can be taken on by a development team.

3.1 Different Levels of Requirements Granularity

Let us take some examples from our case study “iLearnRE”. We can formulate one of our goals as: “As a student I want to learn about Requirements Engineering in an online video course, so I do not have to go to a classroom”.

Let us assume that one of your stakeholders now asks for the following feature:

“As a department head I want to be able to check the learning progress of all my employees”

This is not a very precise statement, since we do not necessarily understand what “progress” means. Also, we do not know what the result of this check should look like. But it is a relevant request. We would characterize this as a coarse-grained requirement.
Assume that one of the students comes up with the request:

"While playing a video clip I want to be able to see the rest of its runtime in seconds"

This is a more precise requirement that still needs some more details for implementation (location, size, color of the runtime display) for implementation. These details can be added by the Product Owner, which will lead to a solution by the Product Owner, which is not necessarily the best solution. Or the Product Owner asks the team during the refinement meeting for options regarding the details and decides based on the available information.

Stakeholders constantly talk to us on all levels of granularity. As a Product Owner you cannot, and should not, force them to be more structured. Working with these different levels of requirements and structuring them is your job as Product Owner, with the support of those helping you during the Requirements Engineering process.

As Figure 4 shows, every system will have requirements on different levels of granularity below the top-level vision and/or goals. As Product Owner you are striving for two goals:

1. To have an overview of all functional requirements. This allows for longer term planning, as a basis for selecting the most valuable ones for early implementation, to keep the bigger picture in mind et cetera;

2. Understand requirements in enough detail so that they can be taken on by the development team for implementation.

Some methods give specific names to the levels of requirements. SAFe for example calls the big chunks “epics”, the mid-size requirements “features” and the lower level requirements “user stories”. Other popular names for more abstract requirements are “topics” or “themes”.

There is no consensus in the Agile community about the terminology for more abstract requirements. We will discuss these terms in chapters 3.2 and 3.6.

During the requirements elicitation and documentation process, this hierarchy of granularity can be established in different ways. As mentioned earlier, stakeholders typically tell you their wishes at various levels. So, you can try working top-down (from visions and/or goals to lower level requirements), bottom-up (grouping lower level requirements into larger chunks), or middle-out (starting with requirements in the middle, breaking some down into more detail while others are grouped together).
As Product Owner you should maintain the relationships (traces or links) between all requirements. This will not only give you a better overview, but will also allow you to discard requirements that are not goal-oriented. Thus, you can avoid requirements creep and concentrate on those that should really be achieved.

Note that some detailed requirements can be part of multiple, higher-level requirements, as indicated by the black dots in Figure 4, for instance one detailed activity may be performed as part of two or more business processes.

Figure 5 shows some example requirements from the case study iLearnRE, including their links.
Such a structured hierarchy of requirements will allow the Product Owner (and all other stakeholders) to avoid the risk of being lost in a larger project. The levels in this hierarchy can be used to come up with estimates and they can be used to prioritize requirements. This will be discussed in more detail in chapter 5.

Criteria for grouping or splitting requirements, useful notations to capture them, and tools and techniques to support the overview will be discussed in the next chapters.

### 3.2 Communicating and Documenting on Different Levels

The vision and/or the goals have to be made more precise in order to come up with functional requirements that can be communicated to and implemented by the development team.
Based on the principle of "divide and conquer", we need to decompose a large system or product into smaller parts. Figure 6 illustrates this approach. We will discuss strategies and tactics how to achieve this goal.

![Figure 6: Decomposing functional requirements](image)

Here are some approaches for decomposing a large system (including examples from the iLearnRE case study):

1. Split into logical functions (also called features, epics or themes):
   - For example: Establishing a contract for e-learning, watching videos, testing your knowledge with questions or checking learning progress

2. Use history, for instance the structure of an existing product, as a partitioning theme:
   - Since we have no predecessor project of our case study this strategy does not work here.

3. Split by organizational aspects (meaning parts serving different departments or user groups):
   - For example: Software for students, software supporting the team leader, software for the admins of the iLearnRE product

4. Split according to hardware:
   - For examples: iLearnRE desktop with responsive design, iPhone native app, Android native app

5. Split by geographical distribution:
   - For example: iLearnRE for a country with the highest number of potential users, extension to other countries with different legislation.

6. Split by data (business objects):
   - For example: functions dealing with videos, functions around questions, functions around contracts and functions around invoices

7. Split into externally triggered, value-creating processes.

All of these approaches will result in smaller chunks that can then be analyzed separately.

The first six approaches look at the system’s internal structures: its functions, its historical structure, its organizational split, its hardware or geographical distribution or its business objects.

Only the last approach (value-creating processes) starts in the context, outside the scope of our system. It looks at external triggers to which our system should react.

These triggers could have different sources: human users needing something from the system, other software systems sending input and requesting some system action, hardware devices (like sensors) triggering an action inside our system.

The context diagram is a valuable source when identifying such external triggers, since it shows all adjacent systems that might request some action from the system under consideration.
This value-oriented decomposition has been suggested by many authors over the past decades: [McPa1984] called it “event-oriented decomposition”, [Jacobson1992] called it “use case decomposition”, [HaCh1993] called it “business processes”, and finally [Cohn2004] called it “user stories”. All of them suggest different notations to capture the results of this decomposition. Figure 7 shows such a decomposition in two of these notations: use cases and user stories.

Figure 7: A value-oriented system decomposition into processes in different notations

Let us ignore notations for a moment and study the characteristics of these decompositions. Agile experts will recognize these criteria as the first three of Bill Wakes’ INVEST criteria [Wake2003].

All the resulting processes are:

I: independent of each other, meaning they are self-contained and minimize mutual dependencies. They should not overlap in concept, and we would like to be able to schedule and implement them in any order.

N: negotiable, meaning they do not yet represent a fixed contract, but leave space for discussions of the details.

V: valuable: they bring real value to the requester, that is to a person or another system in the context.

The other criteria of INVEST will be discussed in the next chapter about user stories.

The approaches for decomposition as mentioned earlier can also be used. Especially when writing requirements for an existing system, its current structure of components or subsystems is often a good starting point for eliciting new requirements. There is, however, a danger of specification gaps or overlap between those parts (see Figure 8). Since all backlog entries will be discussed and negotiated you would probably catch such gaps and overlaps. But thinking in terms of value creating processes (with whatever notation) avoids these dangers right from the beginning.
A suggestion about how to come up with a good value-oriented process decomposition is not to think in terms of users or actors of the system, but to identify events that happen in the context and to which the system has to react. [McPa1984] identified two basic kinds of events:

- External events: Triggered by users or adjacent systems;
- Temporal events: Triggered by time or observation of system internal resources.

As a Product Owner you might miss the second category since they have no explicit actor or user. The system executes a predefined process without external triggering input, just triggered by time or observation of internal resources.

Examples for both kinds from our case study:

- External event: "As a student I want to assess my knowledge with test questions."
- Temporal event: “Two weeks before the end of the subscription period it is time to remind students about a possible prolongation.”

We have now seen several approaches to find functional requirements to fulfill our visions and goals. The suggestion is to apply a process-oriented decomposition strategy since it helps to identify Independent, Negotiable and Valuable chunks of functionality. Any other decomposition strategy that results in such INV-chunks is also fine.

As a Product Owner you want to achieve an overview of the system's functionality. Of course, your backlog is always open to accept more functionality; however, for decisions about the project roadmap, for rough estimations, or for discussing Minimal Viable or Minimal Marketable Products, the overview will help you. It is a good basis for deciding where to look for more detail early on.

Having discussed ways to come up with a rough decomposition, let us now concentrate on communicating and documenting these functional requirements.

The basic choice is between drawing and writing. You can visualize a level 1 decomposition of your goals or visions either by drawing a use case diagram, or you can write larger user stories and put them onto separate cards. Figure 7 showed excerpts from our case study in both styles, side-by-side. The following chapter will discuss user stories in more detail.
Note that in principle both notations contain the same amount of information and are equally detailed or abstract. It is more or less a matter of personal taste whether you prefer overview pictures or written stories.

### 3.3 Working with user stories

For a Product Owner user stories are an excellent way to communicate requirements to all stakeholders and also to the development team. User stories are usually captured on story cards, although a multitude of tools is available to capture them electronically. In this chapter we will focus on the idea of user stories.

**The 3 C model**

As mentioned earlier stories are often written on index cards or sticky notes, and arranged on walls or tables to facilitate planning and discussion. This strongly shifts the focus from writing about features to discussing them. In fact, these discussions can be more important than the actual text written on the card or note.

Ron Jeffries [Jeffries2001] summarized this aspect in his 3C-model (Card, Conversation, Confirmation) to distinguish the more social character of stories from the more documentary character of other requirement notations. His ideas are explained in the following chapters:

The “card” (an index card or a sticky note) is a physical token, giving tangible and durable form to what would otherwise only be an abstraction. The card does not contain all the information that makes up the requirement. Instead, the card has just enough text to identify the requirement, and to remind everyone what the story is. The card is a token representing the requirement. It’s used in planning. Notes are written on it, reflecting for example priority and cost. It’s often handed to the programmers when the story is scheduled to be implemented, and given back to the customer when the story is complete.

The “conversation” takes place at different moments and places during a project, particularly when the story is estimated (usually during release planning) and again at the iteration planning meeting when the story is scheduled for implementation. It involves various people concerned with a given feature of a software product: customers, users, developers, testers - and is largely a verbal exchange of thoughts, opinions and feelings. The conversation can be supplemented by other requirements, artifacts and documentation. Good supplements are examples; the best examples are executable test cases.

The “confirmation”: No matter how much discussion or how much documentation we produce, we cannot be as certain as we need to be about what is to be done. The third C in the user story’s key aspects provides the confirmation that we have to have: the acceptance tests. The confirmation provided by the acceptance test allows us to use the simple approach of card and conversation. When the conversation about a card gets down to the details of the acceptance test, the Product Owner and the development team settle the final details of what needs to be done. When the iteration ends and the implementation team demonstrates the acceptance tests running, the Product Owner learns that the team can, and will, deliver what’s needed.

**A template for user stories:**

Mike Cohn defines user stories in the following way: ([https://www.mountaingoatsoftware.com/agile/user-stories](https://www.mountaingoatsoftware.com/agile/user-stories)):

"**User stories** are short, simple descriptions of a feature told from the perspective of the person who desires the new capability, usually a user or customer of the system. They typically follow a simple template:

As a <type of user>, I want <some goal> so that <some reason>.”
Note the three components of this formula. They ensure that:

1. we have someone **who** wants that functionality ("As a user ..."),
2. we know **what** the user wants ("... I want ...") and
3. we understand the **why**, i.e. the reason or motivation ("... so that ...")

The formula helps us to think about Who wants What and Why. It is not so much the formalism that makes user stories successful, it asking and answering these three questions.

You have seen some examples for stories from our case study iLearn in Figure 7. Here are some additional examples:

*As a student I want to put questions into a forum so that others can provide answers or opinions.*

*As a questions author I want to add new questions and answers to the pool so that students can test their knowledge.*

*As manager of the portal I want to upload new versions of official IREB questions so that our portal is always up-to-date with IREB.*

In his definition Mike Cohn explained that user stories are told from the perspective of the person who desires the new capability. Note that sometimes the word "user" is a bit misleading, since the person wanting a feature is not necessarily the one working with the system as a user.

For instance, in the last example: the administrator who has to upload new versions of official IREB questions is not necessarily the one who wants this to be done. It is the business owner who wants this to be done.

This is especially true for processes that are time-triggered, meaning the process is executed automatically by the system at a particular time or when some condition is fulfilled. A "user" is not needed, but there has to be someone who benefits from the process – otherwise executing the process does not make sense. As a Product Owner or Requirements Engineer you should always search for this beneficiary. Ask yourself: Who really wants this feature and sees value in having the feature?

From a business point of view, it often makes sense to talk less about "user stories", but simply call them "stories" – thus avoiding the explicit reference to a user. But you always have to find out who really wants a specific story. In the following text we will use the short form "stories" as an alias to "user stories" wherever appropriate.

If you want to avoid this discussion, simply refer to everything as a backlog item according to the scrum guide.

Here is an example from our case study for a process triggered by a temporal event:

*Two weeks before the end of the subscription period it is time to remind students about a possible prolongation.*

If you want to write this feature as a story, according to the template of Mike Cohn, you have to identify the owner of the platform as the beneficiary.

*As owner of the platform I want an automatic reminder being sent to a student two weeks before the end of the subscription period to give the student the chance to prolong access to the account.*

**INVEST: Criteria for "good" stories**

In 2003 Bill Wake published an article [Wake2003] advising to INVEST in good stories. We have already discussed the first three letters of that acronym in chapter 3.1: Stories should be Independent of each other, they are Negotiable and they must be Valuable for someone.
In order to be good enough for implementation by a development team, they also have to fulfill the other three criteria: Estimated, Small enough to fit into the next iteration and Testable.

Estimation techniques will be discussed in chapter 5.

If the estimate shows that the story is still too big to be implemented in one iteration, it has to be broken up into multiple stories. Splitting techniques for stories are discussed in chapter 3.4.

And, finally, as mentioned above in the chapter about confirmation, stories have to include sufficient details about test cases or acceptance criteria (usually captured on the back side of the card). This represents an agreement on the things that the development team has to demonstrate to the Product Owner at the end of an iteration (see chapter 3.5).

Supplementing stories with other requirements artifacts

As mentioned above, the story on the card does not contain all the information that makes up the requirement. It is just a physical token to foster communication among all stakeholders and team members. Sometimes, it is very useful to use other requirements notations and artifacts to supplement the story on the card.

Feel free to use activity diagrams, BPMN, flow charts or data flow diagrams – in short: everything you have ever used to visualize a business process or a flow of steps.

Example:

To better understand the story "As a student I want to create an account for the learning platform so that I can acquire RE knowledge everywhere", you could add the following activity diagram:

![Activity Diagram](image)

**Figure 9: Activity diagram to explain details of a story**

3.4 Splitting and Grouping Techniques

In order to generate user stories that are small enough to fit within a single sprint, larger stories may be split into more fine-grained ones. A number of authors have suggested patterns that can be applied for this purpose, ranging from reducing the feature list to narrowing down the business variations or input channels [Leffingwell2010].

One of the most extensive suggestions comes from [Lawrence1] and is presented in the form of an easy-to-learn cheat sheet. It advises you to ask yourself the following questions in order to achieve smaller stories:

1. **WORKFLOW:** Does the story describe a workflow? If so, can you split the story in such a way that you do the beginning and the end of the workflow first and enhance with stories from the middle of the workflow later? Or, can you take a thin slice through the workflow first and enhance it with more stories later?

2. **MULTIPLE OPERATIONS:** Does the story include multiple operations? (For instance, is it about “managing” or “configuring” something? Can you split the operations into separate stories?)
3. BUSINESS RULE VARIATIONS: Does the story have a variety of business rules? (For instance, is there a domain term in the story like "flexible dates" that suggests several variations?) Can you split the story in such a way that you can do a subset of the rules first and enhance with additional rules later?

4. VARIATION IN DATA: Does the story do the same thing to different kinds of data? Can you split the story to process one kind of data first and enhance with the other kinds of data later?

5. INTERFACE VARIATIONS: Does the story have a complex interface? Is there a simple version you could do first? Does the story get the same kind of data via multiple interfaces? Can you split the story to handle data from one interface first and enhance it with the others later?

6. MAJOR EFFORT: When you apply the obvious split, is whichever story you do first the most difficult? Could you group the later stories and defer the decision about which story comes first?

7. SIMPLE/COMPLEX: Does the story have a simple core that provides most of the business value and/or learning? Could you split the story to do that simple core first and enhance it with later stories?

8. DEFER PERFORMANCE: Does the story get much of its complexity from satisfying quality requirements like performance? Could you split the story to just make it work first and then enhance it later to satisfy the quality requirements?

9. Last resort: BREAK OUT A SPIKE: Are you still baffled about how to split the story? Can you find a small piece you understand well enough to start? If so: Write that story first, build it, and start again at the top of the suggestions. If not, can you define the one to three questions holding you back the most? Write a spike with those questions, do the minimum to answer them, and start again at the top of the suggestions.

Note that even fine-grained user stories should be defined in such a way that they deliver some value for at least one stakeholder. Therefore, slicing a workflow into its individual steps is often counterproductive, since implementing one or the other step may not deliver any value. Therefore [Hruschka2017] suggests rather decomposing a use case (or a large process) into slices that go from end to end. This is based on Ivar Jacobson’s idea about use case slices [Jacobson2011]. Figure 10 shows this idea in a graphical format.

![Figure 10: Use case slices instead of process steps](image)

Slicing can be done by different business objects or by technology. Then you can pick one of the slices for early implementation and add others later. In addition, you can shrink a slice by:

1. leaving out alternatives (for example first go for the normal flow, adding exceptional cases later on),

2. leaving out options (for example leaving out things that are not absolutely necessary to be implemented in an early release) or

3. leaving out steps that can still be done manually in early releases.
If you originally came up with stories that are too small to create business value (especially if they are not independent and not valuable – thus violating parts of the INVEST principle) you should combine some of them or otherwise reformulate them to get good, even if large, starting stories.

Take a look at the following stories from our case study:

As a student I want to enter my name and address so that I can create an account.

As a student I want to add my email address to my account to receive a link to the course.

This is too low level for valuable stories since the business rule requires all this data to create an account.

Better to reformulate:

As a student I want to create an account to get access to the video learning platform.

Decomposition and grouping of stories will result in requirements hierarchies as discussed in chapter 3.1. This hierarchy can be visualized as a two-dimensional story map [Patton2014], see Figure 11. Above the separation line, bigger groupings (like large stories, epics and features) are aligned in a way that tells the complete story of the product. This helps to maintain an overview of the requirements; below the separation line one can attach all lower level details for the bigger groups and order them for assignment to sprints and releases as in a linear backlog. In other words, the story map shows backlogs per feature or epic while keeping the higher-level structure of the requirements intact.

3.5 Knowing When to Stop

The Product Owner is responsible for continuing discussions with developers until both sides have a common understanding of the requirements [Meyer2014]. The Pareto principle can be used in assessing when this point has been reached: requirements must not be defined 100% perfectly, but well enough to address the team’s key questions and clear enough allowing for the implementation effort to be estimated. Starting the implementation with too many open questions may reduce development speed considerably and cause delays against forecasts.
For this level of joint understanding Agile has defined the Definition of Ready (DoR) [AgileAlliance]. A story is ready when it fulfills the INVEST criteria [Wake2003], especially the last three of the letters:

- The development team has been able to estimate the story
- The estimation is small enough to allow the story to fit into one iteration.

[Lawrence1] suggests that the story should not only fit in one iteration, but it should be so small that 6 – 10 stories can be assigned to the next iteration. To achieve this the Product Owner has to be aware of the velocity of the team. (For more details on the velocity see chapter 5.) If for example the team can handle 28 story points per sprint, then the user stories should be so small that the sum of 6 to 10 stories does not exceed that value. The Sprint Backlog should be composed of for instance 8 stories with 1, 1, 2, 3, 5, 8 and 8 story points and a clear sprint goal should be formulated just in case the team cannot finish all the stories.

- The Product Owner provided acceptance criteria for the story. Based on the CCC principle everyone agrees that there has been enough conversation and that the criteria for confirmation of success in terms of acceptance tests were defined. If one uses cards to capture the stories the acceptance tests are normally written on the back of the card.

Product Owners have a choice in case of a story that is already small enough to fit into one sprint: they can keep that story and add more acceptance tests to the card. Or they can choose to split the story into multiple stories, usually having less and more primitive acceptance tests for each of them.

Different styles are available [Beck2002] when formulating acceptance criteria. They can be informal natural language sentences to be checked after implementation.

The acceptance criteria could be a little bit more formal using the Gherkin syntax [WyHT2017]. Gherkin is a business readable, domain specific language created especially for the description of behavior. It gives you the ability to remove logical details from behavior tests.

Gherkin suggests the following structure for writing test scenarios

Scenario: <<short descriptive name>>

Given <<some precondition>>

And <<some other precondition>>

When <<some action by the user>>

And <<some other action>>

Then <<some testable outcome is achieved>>

And <<something else we can check happens too>>

Some methods even advocate using TDD (Test Driven Development). Instead of using a Domain Specific Language (DSL) like Gherkin you can formally code the test cases so that they can automatically be executed after implementation [Meyer2014]. This formal approach – while very precise – may be hard to do and understand for Product Owners and business-oriented stakeholders.

For the Product Owner the DoR is the equivalent to the Definition of Done (DoD) of the development team. DoD defines criteria to determine whether a story has been successfully implemented while DoR defines that the development team has sufficient information about a user story so that it can be “Done” by the development team within one iteration.
Discussing requirements with developers needs time and is best done prior to the iteration planning. Planning can then focus on selecting the right user stories and assigning these to the responsible development teams. Ideally, developers will have seen the requirements evolve, and helped the Product Owner by asking questions and performing estimations.

Different forms of refinements are possible. Refinement meetings may, for example, be a more efficient way of performing refinement than repeatedly disturbing individual development team members. The product backlog refinement and all the surrounding activities consume time from the overall iteration capacity. The Scrum guide recommends a maximum of 10% capacity from the development team for refinement: if more time than that is required, this is a warning sign for poor quality of the requirements. A Product Owner should understand the relationship between iteration length, risk and iteration overhead, and know that there are shorter feedback loops than the iteration itself.

### 3.6 Project and Product Documentation of Requirements

Agile projects, especially Scrum ones, use a Product Backlog, which is a prioritized list of the functionality to be developed in a product or service. Although Product Backlog items can be whatever the team desires, epics, features and user stories have emerged as the most popular forms of Product Backlog items.

While a Product Backlog can be thought of as a replacement for the requirements document of a traditional project, it is important to remember that the written part of an agile user story ("As a user, I want ...") is incomplete until the discussions about that story has taken place.

It is often best to think of the written part as a pointer to a more precise representation of that requirement. User stories could point to a diagram depicting a workflow, a spreadsheet showing how to perform a calculation, or any other artifact the Product Owner or team desires.

In the RE@Agile Primer [Primer2017] we have identified four different purposes for requirements documentation:

Let us consider the first two purposes:

a) **Documentation for communication purposes**: Effective and efficient communication is an important tool in agile methods because of its interactivity and short feedback cycles. In practice, there are several situations that may hinder direct verbal communication: distributed teams, language barriers or time restrictions of those involved. Furthermore, information is sometimes so complex that direct communication may be inefficient or misleading. A paper prototype or a diagram of a complicated algorithm can, for example, be re-read later on.

   Sometimes stakeholders simply prefer written communication to reading source code or reviewing software. In these cases, documentation facilitates the communication process between all involved parties and the results of the process are stored.

   The principle of creating documentation for communication purposes is: a document is created as an additional means of communication if stakeholders or the development team see value in the existence of the document. The document should be archived when the communication has been successful.

b) **Documentation for thinking purposes**: An often-forgotten aspect of writing a document is that writing is always a means to improve and support the thought processes of the writer. Even if the document will be thrown away later in the process, the benefit of improving and supporting thinking is lasting. For example, writing a use case forces the writer to think about concrete interactions between the system and the actors including, for example, exceptions and alternative scenarios. Writing a use case can therefore be understood as a tool to test your own knowledge and understanding of a system.
The principle for creating documentation for thinking purposes is: the thinker decides on the document form that supports his or her thinking the best. The thinker does not need to justify this decision. The document may be discarded when the thinking process is finished.

For the first two purposes a Product Backlog with epics and stories (in whatever form (cards on the wall or stories captured in tools) and maybe augmented with sketches, diagrams and prototypes) is sufficient as documentation to support the progress of product development.

For the two other purposes, more formal requirements documentation must be considered.

a) **Documentation for legal purposes:** Certain domains or project contexts (for example software in the health care sector or avionics) require documentation of certain information (for example requirements and test cases of a system) to obtain legal approval.

The principle of creating documentation for legal purposes is: the applicable laws and standards describe what legally necessary documentation has to be created. This documentation is an inseparable part of the product.

b) **Documentation for preservation purposes:** Certain information about a system has a lasting value beyond the initial development effort. Examples include the goals of the system, the central use cases it supports or decisions that were made during its development, for example to exclude certain functionalities. Documentation for preservation purposes can become the shared archive of the team, of a product or of an organization. It can reduce the dependency on the memory capacity of the individual team members and can help discussions about previous decisions (for example “Why did we decide not to implement this?”).

The principle of creating documentation for preservation purposes is: the team decides on what to document for preservation purposes.

For these two purposes the Product Backlog – which is a tool for the interaction of a Product Owner with development teams – is not sufficient. The good news is that documentation for legal purposes or for the preservation of product requirements know-how does not have to be created upfront. It can be updated and maintained every time a new version of the product is released, for instance after the successful implementation of features. Thus, it only contains documentation of functionality and qualities that really made it into the product – avoiding time-consuming version and configuration management activities on documents while stakeholders are still negotiating and maybe changing their opinions.

Defining an adequate degree of documentation depends on many factors like the size of the projects, the number of stakeholders involved, legal constraints, and/or safety-critical aspects of the product. Based on these factors, agile teams try to avoid documentation overkill and find a minimum set of useful documentation.

While working with a “living” Product Backlog is an efficient way to handle documentation, it is not always sufficient. A structured up-to-date documentation of all requirements implemented in a product may not only be a legal constraint in some projects but also a perfect starting point for quicker identification of change requests based on existing documentation.
3.7 Summary

Whatever your stakeholders tell you about required functionality is the right starting point for requirements work. But it is the starting point only. Your job as Product Owner is to bring structure into these functional requirements.

Epics, themes, features or large stories (representing potentially complex business processes) are a good way to keep a big picture, an overview of all the things that your stakeholders want from a system or a product. But you have learned that – by definition – they may not be precise enough to stop at that level.

Your goal for good requirements work is to come up with user stories, that fulfill the Definition of Ready, or the INVEST criteria: they should be independent and valuable, small enough to fit into one iteration, estimable and equipped with testable fit criteria. Mike Cohn’s template “As a <user> I want <some functionality> to achieve <some goals>” is a good starting point, but you should not insist on using this formula in all cases.

If a requirement is still too large to fit into one iteration you have learned several tactics to split them, while you still try to preserve independence and value as much as possible.
4. Handling Quality Requirements and Constraints

Chapter 3 focused on handling Functional Requirements. Dealing with Functional Requirements, meaning finding out what functionality the various stakeholders need, will be the most time-consuming activity in system development and it will dominate most discussions between Product Owner, stakeholders and the development team.

Qualities of (the functions of) the system, like performance, user friendliness, robustness and extensibility are often taken for granted. Users and/or other stakeholders often assume that they do not have to be stated explicitly since the development team already knows about them.

The same is true of organizational and technical constraints. Doesn’t everybody know that we have a standard process model, requiring certain artifacts to be produced? Isn’t everybody aware that we always use company X to buy our database systems, and of course will code in language Y?

Requirements Engineering experts have asserted the importance of these “non-functional” requirements for decades. Even though the term “non-functional requirements” is still often used in practice, as an umbrella term for quality requirements and constraints, IREB uses the more concrete and precise categories “Quality Requirements” and “Constraints”, according to [Glinz2014].

![Diagram of requirements categories](image)

**Figure 12: Categorization of requirements**

Figure 12 shows the three categories of requirements and some of their important relationships. A quality requirement will never stand-alone, meaning that it will always refer to one or more - or even all - functional requirements. Constraints are either product constraints, constraining the design of a function or a quality, or process constraints, restricting the work of the development team in a way that is not directly linked to the product itself, for instance certain process steps have to be performed or certain artifacts have to be created.

Initially quality requirements and constraints are often deliberately vague. In the next chapters we will describe how to capture such vague qualities and constraints. You will also see how to transform vague quality requirements and constraints into more precise requirements (down to the level of specifying precise acceptance criteria) and how to handle them in conjunction with functional requirements.
4.1 Understanding the Importance of Quality Requirements and Constraints

[Meyer2014] expresses the concern that “many agile methods concentrate on functional requirements only and do not put enough emphasis on qualities and constraints”. Bertrand Meyer goes on to say: “Key constraints and some categories of qualities envisaged for the system should be made explicit early in the lifecycle of a product, since they determine key architectural choices (infrastructure, software architecture and software design). Ignoring them or learning too late in the project may endanger the whole development effort. Other quality requirements can be captured iteratively, just in time, as with functional requirements.”

While there are many categories of quality requirements to be considered, the task is made somewhat easier for Product Owners by a number of published categorization schemata – or checklists – such as those shown in the two following examples. As a Product Owner you should simply use one of these “cheat sheets” to ask explicit questions about these qualities. Even better: based on the available checklists you can create your own checklist to emphasize the qualities that are most important in your domain.

In 2011 ISO published a new quality standards family, replacing the well-known ISO/IEC 9126 quality model from 2001. The most important standard for Requirements Engineering is [ISO25010], defining quality requirements. Its latest update is from 2014. Figure 13 shows the eight top-level quality characteristics of systems and their decomposition into sub characteristics from. Note that the standard does not talk about requirements, but about system qualities. Adding the word “requirements” to each category allows you to discuss your needs in this area, for instance “capacity” becomes “capacity requirements”.

![Software Product Quality (ISO 25010)](image)

Figure 13: Categories of quality criteria according to ISO25010

Detailed definitions of all these categories can be found in the standard. In addition to the generic quality model the ISO/IEC 25012 standard contains a complementary model for data quality.

A similar categorization scheme for quality requirements can be found in the VOLERE template [RoRo2017]. Chapters 10 – 17 of this template describe categories of quality requirements. The categorization is based on decades of experience in system specification. The original template adds the word “requirements” to every category, i.e. “longevity” reads “longevity requirements”. In Figure 14 we have skipped this addition to keep the categories more readable.
In [RoRo2013] you will not only find definitions of all these categories, but also the reason why they are important. You will also find examples of how to formulate them including acceptance criteria.

The following example is taken from [http://volere.co.uk/template.htm](http://volere.co.uk/template.htm) [RoRo2017]. Note that acceptance criteria are called fit criteria in this publication.

### 11c. Learning Requirements

**Content**

Requirements specifying how easy it should be to learn to use the product. This learning curve ranges from zero time for products intended for placement in the public domain (for example a parking meter or a web site) to a considerable amount of time for complex, highly technical products.

**Motivation**

To quantify the amount of time that your client feels is acceptable before a user can successfully use the product. This requirement guides designers in understanding how users will learn the product. For example, designers may build elaborate interactive help facilities into the product or the product may be packaged with a tutorial. Alternatively, the product may have to be constructed so that all of its functionality is apparent upon first encountering it.

**Examples**

The product shall be easy for an engineer to learn.

A clerk shall be able to be productive within a short time.

The product shall be able to be used by members of the public who will receive no training before using it.

The product shall be used by engineers who will attend five weeks of training before using the product.
Fit Criterion

An engineer shall produce a [specified result] within [specified time] when beginning to use the product, without having to use the manual.

After receiving [number of hours] training a clerk shall be able to produce [quantity of specified outputs] per [unit of time].

[Agreed percentage] of a test panel shall successfully complete [specified task] within [specified time limit].

The engineers shall achieve [agreed percentage] pass rate of the final examination of the training.

Suggestions for Exercise:
Discuss for some of the categories shown in Figure 13 or Figure 14 whether the development team should know about these requirements early or if they can be considered later in the development process.

4.2 Adding Precision to Quality Requirements

Quality requirements have to be communicated to the development team in a way that is both unambiguous and testable. As mentioned earlier, quality requirements are often very vague at the beginning. For example: *The new mobile phone generation shall be attractive to teenage kids.*

This quality requirement is neither unambiguous nor testable (in the way it is expressed), but might nevertheless be the starting point for discussions about more detailed qualities required for the next generation of mobile phones.

Its precision (or rather lack of) can be compared to a functional epic like “As a mobile phone user I want intelligent dialing capabilities”. In chapter 3 we discussed how to bring such an epic to the level of precision allowing for the development team to implement it.

In this chapter we will do the same for quality requirements. We will first explain how to make quality requirements more concrete, down to the level of having acceptance criteria. Then –in chapter 4.3- we will describe how and where to (physically) record or store them.

There are two ways of adding precision and clarity to vague quality requirements. You can either detail or decompose them, or you can derive more precise (functional) requirements from the original requirement. Figure 15 graphically shows these alternatives.
Detailing or decomposing takes the original vague quality requirement and replaces it with two or more detailed quality requirements.

Example: Looking at the categorization schema in Figure 14, you could detail the usability requirement (VOLERE category 11) “The system should be user friendly” with the following two requirements:

As a user I want the system to be easy to learn (VOLERE category 11c), and
As a user I want the system to be easy to handle (VOLERE category 11a).

These two are still vague but already more precise than the original one.

The second alternative “deriving” means to transform the original quality requirement into one or more (functional) requirements.

Take for example the original requirement: “As security officer I want the access to the following functions restricted to authorized personnel.”

Deriving more precise requirements means for example deciding that a login mechanism with user name and password will be used to restrict the access.

Note that the original intention of the quality requirement was just to secure the access to certain functions. It is a design decision to achieve this by introducing roles and passwords. You could come up with other ideas, like locking away the computer in a room to which only authorized persons have access. Alternatively, you could decide to use fingerprints to identify authorized users.

If you derive new functional requirements from original quality requirements you might want to keep the original requirement, for instance to remember its origin, in case in future versions of the product you discover more clever ways to achieve the original quality. Deriving new functional requirements from required qualities brings you closer to a solution or a fulfillment of that requirement.

Suggestions for Exercise:
Pick one of your products and refine some examples of quality requirements.
Quality trees [Clements et al.2001] are also a proven way to structure quality requirements. A quality tree combines the two techniques mentioned above. Figure 16 shows the generic form of a quality tree. It starts with a root labeled "specific quality". The next branches of the tree are categories of qualities, followed by subcategories. The leaves of the tree show concrete scenarios for a category or subcategory, for instance functional requirements or testable quality statements.

For our case study iLearn Figure 17 shows excerpts from a quality tree. Note the following points:

- The leaves may still not be precise enough to be tested, for example: "usable without training of students". That is why quality requirements need acceptance criteria to inform the development team about the expectations of the Product Owner.
- There is a very clear business decision in the requirement for "other languages". The Product Owner, together with all stakeholders, has decided that subtitles are sufficient for marketing the product in other countries, rather than, for example, dubbing the videos.
- There is even a design suggestion in the "adaptability" requirement: instead of just asking that the system should work on various kinds or devices with different resolutions, the Product Owner requests use of the corporate standard technology: responsive design.
Suggestions for Exercise:

Try to brainstorm on a partial quality tree for one of your products. Make sure that you have very concrete scenarios as leaves!

As mentioned earlier, quality requirements also need acceptance criteria to add more precision. The type of acceptance criteria used will depend on the category of the quality. The following table shows systematic advice on how to formulate acceptance criteria for different VOLERE categories of qualities.

<table>
<thead>
<tr>
<th>Req. Type</th>
<th>Suggested Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 Look &amp; Feel</td>
<td>Conformance to standard - specify who/how this is tested</td>
</tr>
<tr>
<td>11 Usability</td>
<td>Amount of learning time</td>
</tr>
<tr>
<td></td>
<td>Amount of training</td>
</tr>
<tr>
<td></td>
<td>Test panel can perform functions in target time</td>
</tr>
<tr>
<td>12 Performance</td>
<td>Time to complete action</td>
</tr>
<tr>
<td>13 Operational</td>
<td>Quantification of time/ease of use in environment</td>
</tr>
<tr>
<td>14 Maintainability</td>
<td>Quantification of portability effort</td>
</tr>
<tr>
<td></td>
<td>Specification of time allowed to make changes</td>
</tr>
<tr>
<td>15 Security</td>
<td>Specification of who can use the product, and when</td>
</tr>
<tr>
<td>16 Cultural &amp; Political</td>
<td>Who accepts</td>
</tr>
<tr>
<td></td>
<td>Quantification of special customs</td>
</tr>
<tr>
<td>17 Legal</td>
<td>Lawyer's opinion / court case</td>
</tr>
</tbody>
</table>

The following chapters provide examples of acceptance criteria for quality requirements. More information can be found in [RoRo2013].

Usability Requirement: The product must be useable by a member of the public, who may not speak English.

Acceptance Criterion: 45 out of 50 randomly-selected non-English speakers must be able to use the product within the performance criteria plus 25%.

Performance Requirement: The product must be acceptably fast.

Acceptance Criterion: Each transaction at the vending machine must take no more than 15 seconds.

Operational Requirement: As a worker I have to use the product also when outside in cold, rainy conditions.
Acceptance Criterion: 90% of workers in the first month of use must successfully use the product within the target time constraints.

Security Requirements: Only direct managers may see the personnel records of their staff. Personnel records of staff may not be viewed by anyone else.

Acceptance Criterion: Recording the accesses and testing to see if a non-manager had access. Alternatively, you might say that the product must be certified as conforming to the xyz-security standard.

Legal Requirement: Personal customer information must be used in accordance with the Data Protection Act.

Acceptance Criterion: The legal department must agree that the product conforms to the organization’s data protection registration.

Suggestions for Exercise:
Pick two examples of quality requirements and add acceptance criteria to them.

4.3 Quality Requirements and Backlog

We discussed how to discover and elicit quality requirements and how to make vague quality requirements more precise. Now we will discuss how to document them in an agile environment in conjunction with a Product Backlog containing mainly functional requirements. Depending on the kind of quality requirement, one or other of the following approaches will work for you.

The easiest way to record a quality requirement is to attach it directly to a backlog item. This approach only works if the quality is unique to that one feature or user story.

A second approach is to record quality requirements outside the backlog, either:
- On separate cards;
- As a quality tree.

In both cases you have to link them to all the relevant functional requirements. Depending on the tools you use this may be done either using hyperlinks, or you have to explicitly enumerate the functional requirements targeted by each quality.

The third alternative is to put quality requirements in the Definition of Done. Since the rules in the Definition of Done apply to ALL iterations, you are indicating that you always want that requirement to be obeyed, independent of which functional requirements you attach to the next iteration.

4.4 Making Constraints Explicit

Constraints are an important type of requirements. [Glinz2014] defines constraints as requirements that limit the solution space beyond what is necessary for meeting the given functional requirements and quality requirements. The product must be built within the constraints. Constraints restrict what you are allowed to decide and thus influence and shape the product. They are either determined by your management or by other stakeholders outside your scope of control, for example regulatory authorities, your parent company or an enterprise architect.

Note that while many constraints are certainly legitimate, it is often worthwhile for the Product Owner or development team to check their validity and to negotiate with persons or organizations that put such constraints on your development to question their reasons and motivations.

Sometimes you will discover that some of the constraints are pure folklore that – once you question them and suggest alternatives - can be negotiated with the responsible stakeholders and relaxed, allowing more flexibility in the implementation.
Handling Quality Requirements and Constraints

So, in agile terminology: Constraints may also be negotiable, in the same way as functionality. However, if the other parties insist on these constraints, then the development team has to accept them.

In this Handbook we have included legal requirements or (more general) any kind of compliance requirements as categories of quality requirements (see chapter 4.1). They could as well be included in this chapter on constraints, since any solution has to have these qualities. Compared to the other categories of constraints such compliance requirements are often non-negotiable.

Figure 12 shows one way to categorize constraints: They can be classified either as product constraints or as process constraints. Only product constraints refer to functional requirements or quality requirements of the product, thus limiting their implementation. Process constraints have no direct relationship to the product. They put limits on the organization that develops the product, or the development process used for the development of the product. Thus, they have only an indirect effect on the product itself.

Figure 18 suggests some sub-categories for these two categories. Some examples are discussed in the following text. More details about how to formulate such constraints, and more examples, can be found in [RoRo2013].

The product constraints may ask for a given infrastructure, meaning a technological and/or physical environment in which the product is to be installed. Other examples include the mandatory use of off-the-shelf software (meaning a buying decision as opposed to developing sub-systems within the project).

![Figure 18: Categorization of constraints](image)

The constraint to reuse existing components or sub-systems of predecessor products or other products the company developed is one that is often introduced. The reason for reuse is obvious: you don’t want to spend money if you have acceptable (partial) solutions at your disposal.

Constraints concerning the anticipated operational environment of the product describe any features of the workplace that could have an effect on the design. Product designers should know, for example, that the workplace is noisy, so audio signals might not work.
Conversely, where the product is intended to operate in quiet environments, the noise level produced by the product should not exceed a certain level of decibels. If the workplace is in the open air where it could be wet and cold, then users should be able to use the product wearing gloves.

Similar for systems involving hardware elements, physical constraints such as those related to the size or weight of the device – think mobile phones or other handheld devices – may also be very relevant (meaning relevant to both the hardware design and to the software which it is able to support).

The most common product constraints, however, limit the technology that the development team is allowed to use.

For example:

As enterprise architect, I want you to develop the product in C# so that our existing staff can maintain the product.

As database administrator, I want the product team to use ORACLE since we have excellent hotline support for this product.

Note that you don’t have to write constraints as stories. It may be sufficient to inform the team that C# and ORACLE are non-negotiable constraints.

Process constraints are often called organizational constraints, since they constrain either management aspects like budget, schedule or the skills of team members available for the project (“You have to work with this team. We have no budget to hire additional staff and no budget for external people.”) or they enforce certain policies and regulations. You might have to follow a development process that prescribes certain roles, mandatory activities to be performed during development and a set of documents or other artifacts to be produced and maintained.

Constraints, like other types of requirements, have a description: they can contain a rationale or motivation describing why the constraint is in place. And they should also have acceptance criteria – just as for functional or quality requirements.

If you have worked in an organization for some time, you are likely to have learned about the technological preferences in the organization and you will be aware of organizational rules and constraints. Nevertheless, it is important to make such constraints explicit so that everyone else in the team is aware of them. The most limiting ones should be known early in the project. Others should be captured as soon as they are discovered.

Such constraints are normally applicable to a wider range of projects. Basic technology stacks, as well as process models, are normally set for a longer period in a company. So as soon as these constraints are captured, they can easily be reused in different product developments.

4.5 Summary

Quality requirements and constraints are as important for project success as functional requirements. For a Product Owner it is not difficult to find relevant requirements in these categories since there are many checklists available in the public domain, suggesting categories for qualities and constraints.

Quality requirements may start out vague. Before being ready for development they have to be made more precise, down to the level of acceptance tests – just as for functional requirements.

Adding precision to quality requirements is often achieved by deriving corresponding functional requirements that fulfill the originally required qualities. Make sure such decisions are recorded, and that the original quality requirements are not discarded, since over time you might discover better ways to fulfill the qualities.

Some quality requirements can simply be attached to already discovered user stories, for example adding performance or special security aspects to individual functions. Many quality requirements concern crosscutting aspects, meaning they are relevant to many of the functional requirements.
For those we suggest that you maintain a separate list, always visible to the development team, since they must always be fulfilled. An alternative is to include them in the Definition of Done, which has the same effect of being always valid.

A similar approach can be taken for technical, organizational and legal constraints. Make sure they are explicitly known to the development team. If they are not project specific, but more general company rules, you can maintain them in a central location for all projects thus reusing them over many development projects.
5. Prioritizing and Estimating Requirements

Agile approaches aim to maximize the overall business value over time and to permanently optimize the overall business value creation process [Leffingwell2010]. This constant value adding process is shown in Figure 19. Every iteration should result in added value – sometimes more, sometimes less.

![Figure 19: Agile development = constant value creation](image)

Every iteration is supposed to deliver a potentially releasable product increment that increases the value of the overall product. (Comment: some versions of Scrum and other agile approaches refer to a “potentially shippable product” or “potentially usable product increment”).

[LeSS] explains this goal as follows: “Potentially shippable is a statement about the quality of the software and not about the value or the marketability of the software. When a product is potentially shippable then it means that all the work that needs to be done for the currently implemented features has been done and technically the product can be shipped, but it doesn’t mean that the features implemented are valuable enough for the customer to want a new release. The latter is determined by the Product Owner.”

When planning for and achieving this constant addition of value, all requirements (whether coarse or fine) should be ordered primarily based on the added value they can bring to the business. But business value can mean many different things to different organizations. Clarifying this term “business value” is one of the core topics of this chapter and will be discussed in chapters 5.1 to 5.3.

Of course, creating value has to be balanced with the effort to create it and the moment in time when the value will be delivered. Therefore, the development team has to support the Product Owner with estimates about the efforts needed to create the business value. Estimating backlog items is the second core topic of this chapter and will be discussed in chapter 5.4. Based on the value/effort ratio the Product Owner can select the stories that should be taken on by the development team in the next iteration.

5.1 Determination of Business Value

As mentioned above value can mean many different things in different environments. Here are some aspects to be considered when establishing business value and when putting the backlog items in order by that value.

- **Value to the customer or other stakeholders**

  If you develop a product for a specific customer or client the opinion of this client about what is more important and what is less important will definitely influence when you pick backlog items. Not every stakeholder will consider money as a criterion for value. Value for Greenpeace for instance could be anything good you do to protect the environment. So, whatever your customer or important stakeholder values most, will be considered.
Value to the organization

Despite having specific clients that will use or buy the product the organization itself might (or should) have strategic goals it wants to achieve, for instance create a reusable platform for a given domain, so that future individual projects can be delivered quicker and cheaper. In fact, any kind of optimization and automation of internal business processes can be a driving force for creating value for the organization. If the backlog items are strongly related to such strategic goals, then their business value will be considered as very high.

Threat to existence

Not having or offering a certain feature or functionality can be a threat to the product or the overall organization. Typical examples of such threats are legal requirements (for instance data protection). Such a feature may not add business value in a commercial sense but it must be implemented to ensure to the further existence of the product or the company.

Expected financial value of a feature (sales volume, total revenue, return on investment)

Most commercial organizations’ goal is to make money (profit). So, features and stories will naturally be ranked higher if they promise more sales or a quick return on investment.

Short-term project goals or release goals (versus mid-term product goals)

Sometimes it is important to be able to demonstrate features or at least mockups of features at an upcoming trade show or an important presentation. Therefore, Product Owners may value such results more than those that contribute to the longer-term product strategy. On the other hand, an organization may want to invest in a development framework that does not immediately create business value but reduces long-term development costs and improves the value-add ratio for upcoming product increments.

Costs of delay

This is a very interesting criterion to use for determination of business value. The key question is: What is the cost of a delayed shipping of a story? For example, a new feature of an online shopping portal is supposed to increase sales volume by $500,000 per month means that the company loses $500,000 if the feature is delayed for one month. Reinertsen [Reinertsen2008] considers cost of delay as a point of view that can summarize all the other aspects mentioned in this chapter.

Time to market

Certain features may come with a window of opportunity. For example: If this feature is available within this period, then it will create a significant increase in business. If it comes too late the value might be significantly lower. For example, trade shows are a good opportunity to sell new products to the market. If the product is not ready when the trade show opens, then the customers may buy another product and will have no need to buy the product in the near future even if the product has more and better functionality. Some methods therefore suggest putting an attribute on each backlog item specifying “best before”. This way every stakeholder explicitly knows about the window of opportunity.
Requirements frequency

If you develop a product for a mass market it may be important to get an understanding of the demand when determining the business value. Did many customers ask for it? Or was it just a small group? How much revenue do you expect to make based on the number of customers that requested the feature?

Business dependencies and technical dependencies

Sometimes you have to prioritize a backlog item because it is a prerequisite for one or more other backlog items, meaning the other items cannot be developed if this one is not available. An example in the iLearn case study would be: the development of a user account does not create business value, but you cannot develop personalized features if you have not yet developed the user account feature. These dependencies could also be technical dependencies, for instance developing a feature requires the establishment of a certain infrastructure or certain tools have to be bought and explored before you can deliver the feature. These prerequisites (features) will not create business value, but without having these prerequisites done, you cannot develop the really valuable backlog items.

Also, some of the quality requirements might be considered to have high value. You might prioritize backlog items that for instance:

- Improve usability;
- Improve robustness;
- Reduce maintenance costs;
- Minimize impact on the current system.

Working on such quality improvements does not often create new sellable features, so they don’t create direct revenue. But they may be considered to be very important by certain groups of stakeholders and therefore be high in the ranking of backlog items.

The delivered value can only be measured on the side of the end user because the end user of the product will decide if they want to use (and buy) the product and if they will recommend the product to other potentially customers. As a result of this the revenue of the producing company may increase.

If the customer is internal there is no revenue to measure so typically the value of the delivered product increments is determined by rating the delivered product increment and the resulting product version sprint by sprint and comparing it to the product roadmap based on the planned and delivered features and product capabilities.

5.2 Business Value, Risk

An important criterion to prioritize backlog items is that some are riskier than others. [DeMaLi2003] gives a cyclic definition of risks and problem:

A risk is a potential problem.

A problem is a risk that has manifested itself.

There are many categories of risks in product development. The feature itself could be risky, because for example it may not be accepted by the target audience. The risk could be in the implementation of a feature, for instance if the team wants to use certain technology whereas not all team members are proficient with the technology. Or the risk could be in the technology itself, which may be too new (and therefore dangerous to use) or too old or outdated. For a comprehensive overview of risks, especially the five main risks that impact every IT project, we refer to [DeMaLi2003].
Maybe the risky backlog items don’t deliver high business value based on the criteria defined in the last chapter. But if you want to handle the risks in order to avoid surprises later on, then you may want to pick backlog items that come with a risk early on in the development process. Once you dealt with those items the rest of the work is less risky.

There are four alternatives you can choose from when you have risky backlog items:

1. Avoid the risk: This means not handling backlog items that are risky. Avoiding such items implies missing out on the opportunities associated with the items. So, avoiding should not be your choice in dealing with risky items.

2. Mitigate risks: As a manager you can put money and/or time aside to handle risks as soon as they become problems. As a Requirements Engineer you may therefore postpone the detailed study of such items until they become important for the business.

3. Reduce risks: besides mitigation this is your second obvious choice to deal with risky items. But this means to take actions now in order to reduce the risk. You typically break down a risky item into smaller items (for example spikes) that allow you to learn more about their risky parts. For instance, you develop a UI-prototype to ensure that the target audience will accept it, or you develop a prototype to gain experience with a new framework.

4. Hope that the risk does not turn into a problem. Similar to the first alternative this is not a feasible choice. Imagine that you have twelve risks with a probability of only ten percent each. Mathematics shows that the chance that one of these will hit you is already 75 percent.

As a Product Owner you only want to go for alternatives two and three. From a requirements point of view alternative three is the most important one. You have to find ways to decompose a requirement in a way that reduces the risk. Sometimes you might study a spike or develop a prototype to reduce the risk before moving towards actual feature development.

[DeMaLi2003] concludes: “The real reason we need to do risk management is not to avoid risks, but to enable aggressive risk-taking.”

**Suggestions for Exercise:**

Discuss what (combination of) criteria are used in your organization to determine (business) value.

### 5.3 Expressing Priorities and Ordering the Backlog

Once you have determined what value means to you, you have to express these priorities and order the backlog according to the priorities given to the backlog items. There are many different methods to assign value to backlog items, some of them very simple, others highly complex. In the following chapter we will discuss popular approaches.

One method is to use MoSCoW. This prioritization method was developed by [CLBa1994] to reach a common understanding with stakeholders on the importance they place on the delivery of each requirement. The term MoSCoW itself is an acronym derived from the first letter of each of four prioritization categories (Must have, Should have, Could have, and Won’t have), with the interstitial o’s added to make the word pronounceable.

The categories are typically understood as:

**Must have:** Requirements labeled as *Must have* are critical to the current delivery time box in order for it to be a success. If even one *Must have* requirement is not included, then the project delivery should be considered a failure (note: requirements can be downgraded from *Must have*, by agreement with all relevant stakeholders; for example, when new requirements are deemed more important).
**Should have:** Requirements labeled as *Should have* are important but not necessary for delivery in the current delivery time box. While *Should have* requirements can be as important as *Must have*, they are often not as time-critical or there may be another way to satisfy the requirement, so that it can be held back until a future delivery time box.

**Could have:** Requirements labeled as *Could have* are desirable but not necessary, and could improve user experience or customer satisfaction for little development cost. These will typically be included if time and resources permit.

**Won’t have** *(this time):* Requirements labeled as *Won’t have* have been agreed by stakeholders as the least-critical, lowest-payback items, or not appropriate at that time. As a result, *Won’t have* requirements are not planned into the schedule for the next delivery time box. *Won’t have* requirements are either dropped or reconsidered for inclusion in a later time box.

A simpler schema for expressing priorities could be to use three categories (instead of the four of MoSCoW), labeled H(igh), M(edium) and L(ow) or alternatively A, B and C.
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**Figure 20: MoSCoW or high/medium/low priorities**

Figure 20 shows a backlog where the items are annotated with high, medium and low or MoSCoW. Note that the higher the value given to the requirement the more detailed it should already be described, since it is a potential candidate for the next (or one of the next) iteration(s).

Some companies use a range of numbers between 1 and 100, interpreting it in a way that a higher number means more business value. Thus, you can express bigger differences for instance by giving priority 87 to one backlog item and 38 to another, clearly indicating how much more important the item with priority 87 is.

Figure 21 shows a range of numbers given to smaller or larger backlog items. Note, that if a mid-sized item has value 95 or a large epic has value 76 like in the figure below this is a clear message to the Product Owner to start working on that item to bring it to the Definition of Ready, so that such important items can be handled in a near-term iteration.
Figure 21: Using a range of numbers to indicate business value

The simplest way would be to sort all backlog items in a linear sequence (that is putting story cards in a row from left to right). The further left the more important the backlog item is considered to be. The further right you put it, the less important this item is considered to be. This is shown in Figure 22.

Figure 22: Linear sorting by business value clusters

Note that only the leftmost items have to be clearly linearized since the development team will pick them for the next iteration. The further to the right an item is placed, the less important is its exact position. So, you can put clusters of items on stacks without explicitly deciding their exact value. The Product Owner has time for refinement before they are picked for implementation. Do the sorting from left to right quickly and only concentrate on those items that promise high business value.

Of course, you could apply much more complex algorithms to determine value. You can for instance pick a couple of criteria mentioned in chapter 5.1 and assign a weight to each of them for balancing the values relative to each other. You can then individually rank Product Backlog items within each criterion and calculate the resulting value. Figure 23 demonstrates this with three criteria and a ranking from 0 to 5 within each criterion. As you can see item 3 turns out to be the most valuable one based on that combinatorial approach of revenue, risk and usability.
5.4 Estimating user stories and other backlog items

For the Product Owner this chapter is for information only. He or she is only responsible for determining the order of the backlog items based on value and risk as discussed in the last chapter. It is the task of the development team to come up with estimates for each backlog item. The Product Owner should not influence the estimation process, only be aware of the results.

Even in a perfect agile world forecasts are useful and valuable (if applied properly) in order to determine how much work can be “done” within a previously specified iteration (time box). No non-estimated element is allowed to enter a sprint in Scrum for two reasons [Cohn2006]:

1. It is not clear if the element can be completed within the sprint and as a result of this the software may not be working at the end of the sprint.

2. Without discussion and estimate, the team will have no reference point (planning vs. actual doing) for future learning with regard to upcoming sprints.

Most people dislike estimating. In many non-agile organizations inaccurate estimates were typically used against you at a later stage. If your estimate was too high, then you could be seen as being too defensive or too anxious. If your estimate was too low, then you could be challenged why you didn’t see the real efforts behind the work that had to be done.

Agile organizations try to overcome this dislike by establishing a different kind of estimation culture. A culture that helps avoiding finger pointing. The principles of this culture will be discussed in this chapter.

First and foremost, reason for having better estimates is the use of short iterations in agile development. It is much easier to give more precise estimates for the next two to four weeks compared to estimates for quarters or for years. Of course, development organizations that work on large projects with multiple teams also need forecasts in order to prioritize and plan work properly. Large scale estimating and planning will be discussed in more detail in chapter 6. In this chapter we will concentrate on short term estimating, for example estimates for the next couple of iterations.

### Figure 23: Calculated business value based on multiple criteria

<table>
<thead>
<tr>
<th>Backlog Items</th>
<th>Revenue in 2nd Quarter</th>
<th>Minimizing Technical Risk</th>
<th>Improving Usability</th>
<th>Overall Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight = 5 Revenue Value</td>
<td>Weight = 4 Risk Value</td>
<td>Weight = 2 Usability Value</td>
<td></td>
</tr>
<tr>
<td>Item 1</td>
<td>3</td>
<td>15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Item 2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Item 3</td>
<td>4</td>
<td>20</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Item 4</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Item 5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Agile methods suggest some good practices that help to have better and more accurate estimates:

1. Everyone involved in the estimation process must have the same understanding of the work that needs to be “done”. This is achieved by involving the development team in the product backlog refinement. Members of the development team assist the Product Owner in refining unclear epics features and stories or any kind of requirements on those levels of granularity, thereby gaining more insight into the work to be done. Creating such a common understanding of what “done” really means in this context avoids typical estimation pitfalls (forgetting about efforts needed for documentation, testing or rollout preparation).

2. Estimating is done by those doing the work; the cross-functional development team. This helps to bring all involved people on the same level of knowledge by exchanging knowledge and sharing assumptions about the work to be done. Of course, you have to consider a tradeoff between involving all team members in the estimation process and involving only some of them. Involving all means everyone is part of the process and therefore feels committed to the outcome. But this might take a lot of time that could otherwise be spent on developing features. If only a few members of the development team participate in the estimation process, then the others may not feel committed. A good practice is to invite the whole team and let the team decide who is really needed to estimate. In all cases estimating should be done by groups and not by individuals. Later in this chapter we will suggest techniques to speed up estimating.

3. Estimating should be done relative to work already done or, in the beginning, relatively to small work everyone involved can agree on. Estimating by analogy or affinity is likely to be more accurate than absolute estimating. Looking at Figure 24 it is easy to state that the rock on the right is more than twice the size compared to the rock on the left. It would be much harder to estimate the exact size or weight of the two. Relative estimates offer enough precision for planning.

4. Estimating should be done using an artificial unit (usually called story points) representing effort, complexity and risk in one. Using an artificial unit like story points is necessary to make everyone familiar with the new way of estimating and the associated culture and move away from the traditional behavior.

Several techniques support the relative estimate. The most well-known techniques are T-Shirt sizing or the so-called Planning Poker [Cohn2006].

For all of these techniques it is relevant to first agree on a reference item (or reference story). Let us assume the apple in Figure 25 is the chosen reference. Now you can estimate the size of all other fruits compared to that apple. Are they approximately of the same size? Are they much smaller? Or much bigger?

Relative estimates remove the fear within the development team that they have to be exact.
The size indicators of T-shirts range from extra small to extra-large (XXS, XS, S, M, L, XL, XXL). Some methods suggest not using all of these size indicators when estimating because they may already be too precise. Think of a subset XS, L and XXL as demonstrated in Figure 25. Of course, a cherry is larger than a blueberry, but both are definitely smaller than apples or oranges. And melons are definitely bigger than oranges, which are similar in size to apples.

In Planning Poker, the development team members estimate the backlog items based on a set of cards with numbers inspired by the Fibonacci sequence, representing relative sizing (cf. Figure 26).

If you have agreed on one medium sized reference story, for example 5 story points, the team now decides on the size of other backlog items with respect to the reference story. After everyone has covertly selected a poker card they look at the values: if there are three “5” and two “3” on the table, then the item is marked as a “5” and so on. If the numbers deviate from each other, then the team members with the lowest and the highest estimate discuss the rationale behind their estimates and try to convince the other team members. Then the next estimation round is started. If the team cannot agree on one common value within three rounds, then the requirement is sent back to the Product Owner for clarification.

For the upcoming iterations you may want to be in the range between 1 and 13. A “20”, “40” or “100” is an indication for the Product Owner to refine that item. These numbers to not literally mean “20”, “40” or “100”, but “too large”, “much too large” and “enormous” – but they are at least indicators for “how much too large” compared to the items between 1 and 13. If the team has no understanding of the value, then they should pick the “?” instead of expressing their fear by picking “100”.

Some sets include the “0” usually meaning: “Stop talking; this is not a relevant effort and it is not worthwhile to include in the plan.”
The advantage of Planning Poker is, that it is a very good technique for new and inexperienced teams to find their estimates because it avoids anchoring by single team members. The disadvantage is that it is very time consuming. [Note: The book “Thinking, Fast and Slow” from D. Kahneman [Kahneman2013] gives a great introduction into anchoring and other psychological effects related to thinking and judgment.]

T-Shirt sizing or Planning Poker usually takes quite some time, since every backlog item is discussed and estimated individually. To overcome this disadvantage improved techniques can be used by more experienced teams.

One simplification of the Planning Poker technique is based on the same principles as Planning Poker but uses a different way of determining the right estimate. Instead of every team member doing a personal estimate one set of poker cards is spread across a table and the reference requirements are placed in the corresponding “container” represented by the poker card. Afterwards the requirements are selected by the team members in a round-robin approach where the team members are allowed either to place a new requirement in the corresponding “container” or reassign one already placed requirement in a different container. If one requirement is reassigned a number of times, then it will be removed and send back to the Product Owner. This approach is much faster but needs a team that is experienced enough to disagree with assignments done by other team members instead of easily agreeing (“anchoring”).

The next step of evolvement is usually called “Affinity Estimation” or “Wall Estimation”. It is used when estimating larger numbers of requirements for example for rough estimates in preparation of Release Planning. Different to the previous approach, the requirements will not be assigned by round-robin approach, but every team member receives a number of requirements and assigns it silently to the “containers” represented by the poker card set (cf. Figure 27). After the silent assignment, all involved are allowed to inspect the assigned requirements and mark those that are questioned. Usually this leads to a quota of 20-30% requirements that need to be discussed and 70-80% that are accepted by all team members.
Some final remarks about estimating:
Within one team the estimation process will change over time. The team will learn based on the results of finished iterations and it will amend its Definition of Done to include more precise rules.

While relative estimates have many advantages and work well within one team (as discussed earlier) there are some drawbacks when it comes to estimates across team boundaries. This will be discussed in chapter 6 (Scaling).

**Suggestions for Exercise:**
Pick a case study and use a quick way to estimate the size of the backlog items. Discuss your findings, especially discuss what did work and what did not work when estimating.

5.5 Choosing a Development Strategy

Different strategies can be applied when selecting what should be picked for early releases, based on known value, risk and effort needed to develop a backlog item. Two concepts are typical for agile development: developing a Minimal Viable Product (MVP) and developing a Minimal Marketable Product (MMP).

**Minimal Viable Product**

A Minimal Viable Product is the version of a new product that allows a team to collect the maximum amount of validated learning about customers with the least effort. The term was coined by Frank Robinson in 2001 and popularized by Steve Blank, and Eric Ries [Ries2011].

Gathering insights from an MVP is often less expensive than developing a product with more features. Developing a product with more features will increase costs and risks if the product fails, for example, due to incorrect assumptions.

The MVP is a key idea from the Lean Startup methodology developed by Eric Ries, which is based on the Build-Measure-Learn cycle (see Figure 28).
So, an MVP is a learning vehicle, allowing you to test an idea by quickly giving your targeted stakeholders something tangible that allows you to collect data from which you can derive insights into your target market.

Roman Pichler [Pichler2016] observes that "The MVP is called minimum, as you should spend as little time and effort to create it. But this does not mean that it has to be quick and dirty. How long it takes to create an MVP and how feature-rich it should be, depends on your product and market. But try to keep the feature set as small as possible to accelerate learning, and to avoid wasting time and money–your idea may turn out to be wrong!"

The MVP is not necessarily a deployable software product. Sometimes paper prototypes and clickable mockups can be used to derive insights as long as they help to test the idea and to acquire the relevant knowledge.

For the iLearnRE system an MVP could be just publishing intro and summary videos for each learning goal to gain insights about user behavior and UI acceptance.

**Minimal Marketable Product**

The next step should be to create a Minimal Marketable Product (MMP). It is based on the idea that less is more: The MMP describes the product with the smallest possible set of features that addresses the needs of the initial users (innovators and early adopters), and can hence be marketed. Studies have shown that most of our software products contain many features that are never or very seldom used. So, it seems common sense to concentrate on features that are popular for the majority of your stakeholders and delay features that are not considered so popular. To discover these features is not straightforward, but MVPs are an excellent way of achieving this goal. Maybe some of your MVPs are throwaway prototypes created for learning purposes only. But if you do it properly you will develop them in a way that they can be reused or morphed into the first MMP.

If you combine these two concepts you have a strategy that is shown in Figure 29. Develop a couple of MVPs to test the market and get real data as feedback. Then decide on the minimal number of features a product has to have in order to be useful for at least a key group of your stakeholders. Then you continuously add features that promise more business value.
Risk Reduction

The development of MVPs is very close to the idea of a risk reduction strategy. Most often MVPs are developed to reduce the risk of having the wrong features for your stakeholders. But you can also create MVPs (or spikes) to reduce technical risks. It is better to fail fast (either in functionality or in technology) than to develop a full-fledged product and then find out it is not successful in the market.

In our iLearnRE case study testing the performance of the planned video platform under load can be a feasible early version.

Low Hanging Fruit or Quick Wins

The opposite of a risk-driven strategy is to go for Low Hanging Fruit first. Begin by publishing features that are easy and quick to implement in order to create early business – earning some money that allows you to invest in more complex features. But beware of postponing risky parts since they may ruin the architecture of a product based on low hanging fruit.

The warning of Professor Kano

Professor Kano conducted studies about customer satisfaction in relation to features delivered. As already included in the CPRE Foundation level syllabus you should be able to distinguish three categories of requirements: basic factors (also known as dissatisfiers), performance factors (also known as satisfiers) and excitement factors (also known as exciters or delighters).

Kano warns that every successful release of a product should include features from all three categories. When you constantly only provide basic factors, your customers will not be very happy. You have to include some performance factors, for instance features that customers explicitly ask for even if they are not absolutely necessary. And you should also try to innovate by including features they did not ask for, but will delight them as soon as they receive them.

Creating such a mix of features for each release is difficult to achieve. This is the reason why you should continuously test your markets with MVPs as mentioned above and gather real data before you moving towards time-consuming and expensive feature development.

WSJF

Another interesting strategy for development is the Weighted Shortest Job First (WSJF) approach. It is based on the ratio of the cost of delay and the effort estimated for development [Reinertsen2008].

\[
WSJF = \frac{\text{Cost of Delay}}{\text{Duration}}
\]

Cost of Delay is much more than the benefit (business value) if the respective requirement will be developed. It also includes the perspective what happens if the respective requirement will not be developed (for instance loss of market share, contract penalties) or if the development of that requirement will reduce the risk for the entire implementation (proof of concept) or open up a new opportunity (for instance the use of frameworks which will lower the effort for development in the future).

WSJF can help determine which requirements (or which parts) should be developed first without knowing all details exactly by just using the relations between the requirements regarding Cost of Delay and Duration (development effort).
The table is constructed as follows:

- Fill the column with the items/requirements that shall be rated (in our example items 1 - item 5)
- Fill the columns (except CoD) from left to right column per column:
  - Business Value – which value is added if the item is developed?
  - Time Criticality – which value is lost if the item will not be developed?
  - RR (Risk Reduction) / OE (Opportunity Enablement) – how much risk can be reduced or how much opportunities can be taken if the item is being developed?
- Find per column the element that has the LEAST value per column and assign it a “1”
- Rate all other items in the column as a factor in relation to the “1” (you can use any number, but the usage of the Fibonacci sequence is a good practice)
- Calculate the CoD Value as a sum of the previous columns
- Calculate the WSJF as the ratio of CoD / Duration

The item with the highest WSJF ratio should be developed first followed by the item with the second highest ratio and so on.

Using this approach typically means that big chunks will be developed later since big chunks normally have a low ratio. So, the suggestion to the Product Owner is to split big chunks and identify those parts that deliver high value for respectively low effort and further postpone the less valuable parts.

### 5.6 Summary

Ordering the backlog is an iterative two-step process. As a Product Owner you will preorder the backlog based on business value during the first step. You have seen various ways to define what business value means in your organization. As a Product Owner you should not underestimate risks. Sometimes you have to balance value with risk in order not to endanger your product development. Value can be expressed on various scales like MoSCoW, or H, M and L. Or you simply put all items in a linear sequence based on their value. Then you don’t have to use numbers.
Step two is for development team to give you estimates for each backlog item. Agile has done many things to make the estimation process less threatening:

- The right people (those that do the work) estimate
- Estimating is done as a group exercise, not by a single person
- Estimating should be done relative; comparing the size and effort of items instead of giving them an absolute value.

Various processes can be used to estimate, like T-Shirt sizing or using Fibonacci cards in Planning Poker. To speed up the process Wall Estimation or Affinity Estimation can be used.

When the backlog items are small enough and well understood the estimates will be precise enough to allow iteration planning. When the items are still too big or not fully understood the team will indicate that with a higher value – giving a message to the Product Owner that such items need clarification and/or refinement.

As soon as the items are estimated, the Product Owner might change the order of the backlog once more, for instance exchange a group of cheaper items with one more expensive item.

Based on the determined value and the estimates a number of different strategies can be applied to determine the sequence in which items should be assigned to iterations. Strategies like creating a series of Minimal Viable Products (MVPs), followed by a Minimal Marketable Product (MMP) before adding more and more features support the agile principle of deliver early and deliver often. But also harvesting low hanging fruit or reducing risk early on, are feasible alternatives.

An organization may adopt a strategy of early business value gain, for example, if its primary goal is to deliver a product early and establish market share. A strategy of early risk reduction may be preferred if a supplier wants to avoid at all costs that a product is returned due to, for example, inadequate performance or security.
6. Scaling RE@Agile

In the previous chapters we have extensively discussed how Product Owners – together with other stakeholders including the development team – can manage requirements in the Product Backlog and determine those requirements that the development team can implement within the next iteration.

Beyond this short-term and rather small-scale cooperation between Product Owners and development teams, an organization also needs a longer-term strategy for continuous value creation for the organization, meaning it has to identify its value streams.

The typical questions to be considered are:
1. What is needed?
2. When are the defined capabilities needed?
3. Who is needed to get them done by a specified time?

The “What” is answered by keeping the Product Backlog ordered and up to date.

If the “When” is more important than the “Who” you have to distribute work to multiple teams. When the availability of team members is the limiting factor, then you have to distribute work over a longer period of time.

Figure 31 shows that we can identify at least three factors that justify scaling of agile projects beyond a single team.

In this chapter we will discuss these aspects:

- How to develop, manage and record a roadmap for complex products (chapters 6.1 and 6.2)
- How to estimate large and not yet precise backlog items that are included in the roadmap (chapter 6.5)
- How to manage requirements that have to be implemented by more than one Scrum-size development team, that potentially have to work in distributed locations (chapter 6.4)

We will first answer these questions independent of specific scaling frameworks. Then we will show in chapter 6.5 examples of scaling frameworks as they were introduced over the last decade. The frameworks have different approaches when it comes to handling planning, communication and organization of large-scale agile efforts.
6.1 Roadmaps and Large Scale Planning

We use the term (release) roadmap for a strategic plan, meaning a prediction of how the product is likely to grow across multiple product releases or – in other words – when can we roughly expect which features.

As shown in Figure 32 the basis for release planning is on the one hand the always ordered and estimated Product Backlog (all the things we still have to do) and on the other hand your development teams and their capacity.

With this input a product manager faces the typical project management triangle (as a core task in release planning): you have to balance scope (features or functionality of the product), costs (available resources) and schedule (delivery dates). We have deliberately drawn the triangle standing on its head to indicate that in agile projects very often costs and schedule are fixed and therefore the planned features are the only variable.

Note: Most management methods use a project square instead of the triangle with quality as the fourth variable, but quality is not a variable or discussible in Agile – it is a must. We do not want to release products with inadequate quality since bad quality often frustrates all stakeholders including the developers who also want to deliver high quality results. The idea behind this in agile is that high quality products do not need expensive refactoring, so focusing on smaller but high-quality deliverables lead to a reduced total cost of ownership.

A map is not the territory it represents, but, if correct, it has a similar structure to the territory, which accounts for its usefulness is a well-known statement from the Polish-American engineer and author with military background Alfred Korzybski. Although this statement was given in a different context it also applies to our projects: Planning can be a wishful thinking, or it can be a process of capturing all available and relevant data and applying it to the real situation (like the statement indicates).

Agile development is focused on short iterations with fast feedback cycles, so the most valuable situation would be that the product can be developed in very close collaboration on a very short rhythm.

The important issue is a regular rhythm for iterations and for releases [DeMarco et al.2008]. Irregular cycles irritate the team, make planning harder, and also make it harder to track the velocity of the development teams.

This rhythm is also called cadence. In music a cadence is a melodic configuration that creates a sense of resolution or finality. For software development this sense of resolution is created on multiple levels of abstraction: within the development team through daily standup meetings, within one development team by finishing the iteration and creating a potentially releasable product (the development team presents the iteration results to the Product Owner).
And for larger development efforts the resolution is achieved by regularly releasing product increment (the Product Owner considers the product good enough for external release).

If you have only one team and an available customer, then producing an increment of the product can easily be done. You deliver a new version of the product after every iteration if it makes sense to the users or the market. Therefore, no other cadence than the iteration cadence (in Scrum the length of the sprint) is needed.

If you have multiple teams working on the same product you need to integrate all team deliverables and the previous version of the product into the new version of the product. Often, teams start to do the integration and regression testing manually. Some tests (for instance end-to-end tests) are hard to do after every iteration (sprint) so a second cadence comes into place: the internal release or product increment. This cadence tells us how often the overall product can be released but it does not mean that the product must be deployed into customer's production. Usually the new version of the product is packaged and deployed into a reference system, which can be shown to existing as well as to new customers.

In this sense, a large-scale agile organization can be compared with a large orchestra performing complex music. A well-working large-scale agile organization shows a kind of harmony. If the organization is not working well, then the harmony is not visible, just like an orchestra that is not playing well. If you have to work with multiple teams, then the iteration lengths for each team do not have to be identical, but the cycles should be compatible in the sense that the development of the new product increment (version) should not take longer than two to six weeks. If you have many independent teams, then iteration lengths between 2 weeks and 4 weeks should be okay, since they have a joint target date after 4 weeks (see Figure 33). Each individual team has a very regular rhythm. And in the large the teams can also rhythmically integrate and ship a release within a foreseeable period of time.

The internal release cadence depends on the degree of automation of the development. Manual integration and testing lead to long internal packing and release cycles. The first step after manual integration and testing is test automation, which allows shorter internal release cycles. The implementation of continuous integration and continuous deployment capabilities allow the teams to deploy features on very short notice, independent from any deployment to the market.
6.2 Representing Roadmaps

Roadmaps can be captured and documented in many different ways. In the following we will sketch some of them.

In chapter 3 we have introduced story maps as a way to structure your Product Backlog. These maps can be extended to display the roadmap for the next releases simply by using the vertical axis to align epics, features and stories to certain releases. This is shown in Figure 34. The items on the story map can be coarser if the release is still a while ahead, that is further to the bottom of the map.

Of course, you can represent the roadmap separate from the Product Backlog. This is shown in the roadmap example for our case study iLearnRE. You can see the three next releases, the first one is already committed; the other two are forecasts. The roadmap can include important milestones, either internally defined or determined by external events like trade shows. For each release one can add the most important features. There is no need to be absolutely precise. During product backlog refinement of high priority topics, you will discover more details.

Note that the first iteration contains a “stretch objective”, meaning a topic where the Product Owner and the team are not yet sure they can handle it in this release, but at least give it a try.
Roadmaps can include much more information than just the releases and features assigned to them.

**Figure 35:** A roadmap for the case study iLearnRE

Roadmaps can include much more information than just the releases and features assigned to them.

**Figure 36:** A roadmap with explicit dependencies

F1 ... F4: features to be implemented

1 ... 4 (colored): backlog items (requirements) to be implemented (numbers indicate order)

Strings: dependencies

Figure 36 shows a program board, which does not only show the planned iterations, but also an alignment of planned, backlog items to multiple teams on the vertical axis. Additionally, the boards can be used to identify critical dependencies between backlog items indicated by the strings.

If your teams are on one location you may be able to keep your roadmap on the wall or on a pin board.
If you have to work in a distributed environment, then you will find dozens of road mapping tools to support visual planning of multiple releases – more or less integrated with the items in your Product Backlog.

6.3 Estimating in the Large

In order to create a plausible roadmap, you have to have estimates for larger chunks of work – even if they are imprecise, error-prone and closer to a guess. This estimation work is beyond the scope of traditional Requirements Engineering but becomes important in RE@Agile contexts because content related work goes hand in hand with planning.

In chapter 3 we have seen that every backlog item should be estimated. We also discussed estimating techniques, mainly for user stories. You can apply the same techniques also for longer term estimating and planning. In the following we share some insights in a large-scale estimating. Much more can be found in [Cohn2006].

Remember that absolute precision is not our goal. The estimate has to be good enough to allow for an overview of a project with many planned iterations. You want to be open to change if new opportunities or threats arise. Nevertheless, you also want to have a realistic plan. Our practical experience shows that in most large-scale estimates, the errors for each individual estimate neutralize each other, meaning that the overall estimate is typically correct, even if the individual estimates are not correct.

If you use T-Shirt sizing then you could achieve very quick results by defining an epic to be size S if it is likely to fit in one iteration. Make it M if you think it will take two to four iterations and make it L if your best guess is five to six iterations. Assuming that you have only one development team working in two-week iterations you can at least put every item on the roadmap that roughly already fits into one quarter. If you have larger items left (that is beyond what the team thinks it can handle in five to six iterations), then the Product Owner should split such very large epics before asking for estimates – which seems fair. Your precision is on the level of a quarter of a year – which is good enough for longer term planning.

If you use Fibonacci numbers you could either do this by defining a reference epic (instead of a reference story) and give it five points. Then you estimate the other items based on that reference. Once you know the velocity of the team with respect to a couple of estimated epics you can easily convert that into months or number of sprints necessary for such bigger items.

Remember that relative estimation is an unthreatening approach for the development teams. It allows the teams to give valuable information to the Product Owner in support of longer-term planning.

As already indicated in chapter 5 relative estimates have their limits when it comes to independent estimates of multiple teams. They either have to agree on a unique reference epic or you have to have different conversion factors between story points and person-months.

Do not fall into the trap by replacing story points with person-hours for better comparison. Much experience with relative versus absolute estimating is published in numerous blogs in the Agile community.

Another advice for the Product Owner could be to not only ask the development team for an estimate or – even better – a rough guess, but also ask them about their level of comfort with these figures. If the team feels comfortable with the figures, then it is more likely that the estimates are close to reality. If they express discomfort, then the Product Owner can use this to concentrate on refining such items until a reasonable level of comfort is achieved.
6.4 Organizing Teams to Handle Larger and More Complex Problems

One of the success factors of Agile is the close cooperation of a Product Owner with the development team and the close cooperation of the members with their cross-functional skills. When scaling projects you want to keep this success factor.

Therefore, the most important issue to address when scaling agile projects, is the communication structure between all participating stakeholders.

If you need multiple development teams, then you will also need multiple Product Owners. You still want to ensure that each team has its Product Owner available when they need clarification. And the Product Owners have to be a team in order to coordinate overall backlog management and work distribution between the development teams. Figure 37 shows a potential organization for five development teams coordinated by one Chief Product Owner.

Let us discuss some general rules for scaling:

1. The team structure and the product structure should be correlated to minimize communication overhead between teams.

2. This idea is based on Conway’s law [Conway1968], who observed that “organizations which design systems ... are constrained to produce design which are copies of the communication structures of these organizations”. Especially if teams are geographically distributed, then communication between such organizational units is more difficult than for co-located teams.

3. Develop coordination mechanisms for the Product Owners in different teams.

4. It may not be necessary to have daily standup meetings with the Product Owners of the teams, but communication on a regular basis (for instance two or three times per week) is required. Communication should be aimed at having an understanding of crosscutting and overall concerns and dependencies between backlog items assigned to different teams as early as possible. Such coordination mechanisms are also needed among multiple development teams to ensure architectural consistency but this topic is beyond our scope of discussing Requirements Engineering in an agile environment.

5. Try to co-locate your teams.
6. Multiple teams working in the same location is the best way to make communication easier. So whenever possible you should co-locate all members of a product development.

7. Ensure numerous opportunities for face-to-face meetings between geographically distributed teams. Communication works best when it is done face-to-face.

8. Establish an adequate communication infrastructure when face-to-face communication is not always possible.

9. Today we have a multitude of technical communication infrastructure – like teleconferencing facilities, joint web-sessions and multi-user platforms and multi-user requirement management tools to handle the Product Backlog. They all help improving the interaction when people cannot work at the same location.

10. Develop standards, good practices, templates and training courses to create a company culture across multiple teams.

11. If all teams share the same understanding about development activities, work with the same methods and use the same tools, then cooperating will be much easier.

12. Provide enough resources for all teams.

13. Be careful with sparse, shared resources since they may create bottlenecks. From a requirements point of view: don’t make the Product Owner a bottleneck!

These general hints are applicable for working with multiple teams. You will see in the next chapter that different scaling frameworks suggest different strategies:

- With respect to the backlog management (keep it physically in one place or distribute to sub-teams);
- For the number of meetings;
- For more or less special roles introduced because of scaling;
- ....

All the above-mentioned rules have a huge impact on the requirements work, especially when communication between multiple, potentially geographically distributed teams is less frequent and less direct, compared to a co-located single team.

In chapter 3 we introduced multiple levels of granularity for requirements or backlog items. Working on these different levels requires different skills of the Product Owner and the development team. It is sometimes hard to leave out details, work with abstractions, and refrain from the wish to immediately dig deeper. Product Owners and development teams have to learn to work on more abstract levels. The hierarchy of requirements starting from vision and goals down to detailed stories fulfilling the DoR is of utmost importance.

**Suggestions for Exercise:**

Start this chapter with a discussion how the participants organize their projects today and which advantages and disadvantages occur due to these organizations. In addition, participants should explain how they would organize the teams in their organization when they would adopt Agile in their organization.

**Hint for implementation:**

Split the class in groups of 3-4 persons and let them discuss. After that one representative of each group should present their findings.
6.5 Examples of Scaling Frameworks

In this chapter we take a closer look at existing agile scaling frameworks. We will not describe the whole framework, but rather inspect the frameworks from a Requirements Engineering perspective.

While the agile protagonists could agree on the Manifesto and (some simple) principles that have to be obeyed, their opinions differ widely when it comes to scaling.

We will discuss which scaling frameworks extends the basic principles by:

- Suggesting to fill additional requirements related roles;
- Suggesting to create additional requirements related artifacts; and
- Suggesting to establish requirements related meetings or communication paths.

6.5.1 SAFe

The Scaled Agile Framework SAFe [SAFePi], [SAFeRm] has been created by Dean Leffingwell. Currently it offers the most extensive coverage of scaling aspects in agile projects. The current release is SAFe 4.5. The website contains many detailed information about various levels of sizing product development. SAFe is also supported by a range of literature, including [KnLe2017], [Leffingwell2017], and [Leffingwell2007], as well as the novel "The Rollout" [Yakima 2016].

![SAFe overview](image-url)
As shown in Figure 38 SAFe suggests up to four levels:

» **Team Level**

On this level the classical approaches of Scrum, Kanban and Extreme Programming are suggested. Requirements work is mainly coordinated by a Product Owner as described in the previous chapters of this Handbook. The development teams work in short iterations of 2 to 4 weeks.

» **Program Level**

5 to 12 agile teams form an “Agile Release Train” (approximately 50 to 125 people) developing product increments (or releases as we called them in the introduction of chapter 6), typically in 8 to 12 weeks. The overall Product Owner for a Release Train is called a “Product Manager” and is supported by the Product Owners of the individual teams.

On top of program level, you can use one or two of the following two levels.

» **Large Solution Level**

This level allows some Agile Release Trains to create an integrated “solution”. Therefore, you should install a Solution Manager, supported by Product Managers to manage all epics for the solution. Each epic needs a Sponsor to fund the development. Roadmaps are established mainly based on cost of delay, meaning applying a WSJF strategy as described in chapter 5.

» **Portfolio Level**

The last level is the portfolio level headed by LPM (Lean Portfolio Management) consisting of people that are ultimately responsible for portfolio strategy, operations and execution. Solutions are grouped into value streams used to define and realize portfolio level business objectives and organize Agile Release Trains to implement them.

SAFe provides a requirements meta-model ([https://www.scaledagileframework.com/safe-requirements-model/](https://www.scaledagileframework.com/safe-requirements-model/)) with more precise definitions of epics, capabilities, features and stories compared to other methods. Figure 39 shows a simplified version of this metamodel. Note that for most of the terms there is a distinction between “business ....” and “enabler ....”, where for instance business features are those that create business value and enabler features are the necessary architectural prerequisites without which the business value cannot be achieved. Note that out of the box many of today’s agile requirements tools are not capable of handling four levels of granularity as suggested by this meta-model, although the four levels are very useful in larger projects.
SAFe uses the term “Non-Functional Requirements” (NFR) mainly for quality requirements and suggests managing them on every level. Teams may include the relevant NFR’s in their DoD (Definition of Done). [SAFePI], [SAFeRm] provides an extensive, interactive treatment of all these levels, the roles and artifacts. It combines all the well-known principles of Scrum, Lean Development, Kanban and others into a coherent framework. Since it introduces many new role names, artifacts, techniques and practices it is quite elaborate to learn and take time and consultancy to help companies to introduce the framework. First tools to help tailoring the framework are already available on the market.
6.5.2 LeSS

LeSS – created by Craig Larman and Bas Vodde and well documented in [LeSS] and [Larman2016] – is nearly the opposite in terms of complexity. LeSS (Large Scale Scrum) focuses on the challenge of scaled projects and handles them with the Scrum framework and Scrum principles.

![LeSS framework - overview](https://example.com/lesframework.png)

Figure 40: LeSS framework - overview © The LeSS Company B.V.

Figure 40 shows that unlike Scrum, LeSS operates with up to eight Scrum teams, working in cadence, including joint sprint planning and joint sprint reviews and retrospectives.

- Each team has its own Scrum Master.
- But there is a single Product Owner responsible for all Scrum teams, who creates and manages a common Product Backlog.
- The iteration length is common to all teams.
- There is one potential shippable product increment at the end of each iteration.

"More with LeSS!" is at the heart of LeSS. Therefore, LeSS does not define any more artifacts or roles than Scrum. To achieve this LeSS emphasizes the Whole-product focus - one Product Backlog, one Product Owner, one shippable product, one sprint—regardless whether there are 3 or 8 teams. "Customers want valuable functionality in a cohesive product, not technical components in separate parts".

LeSS can be extended to "LeSS Huge", which addresses the need of even more than eight teams. Conceptually multiple LeSS teams work in parallel. Requirements are managed by one overall Product Owner supported by "Area Product Owners" for each LeSS team of teams. The suggestion is to keep one Product Backlog for all of them.

6.5.3 Nexus

Nexus was developed by Ken Schwaber and Scrum.org. Its basic rules are documented in the [Nexus] Guide, an 11-page document available in many languages, and in [BiKo2018].

Similar to Scrum, Nexus concentrates on essentials for scaling only. It extends Scrum up to 3-9 Scrum teams. The essential difference to basic Scrum is the existence of a Nexus Integration Team (NIT) (see Figure 41). This team provides transparent accountability of integration issues and dependencies between the teams. It is responsible for an integrated increment to be produced at least every sprint.
The team consists of:

1. The Product Owner, who is responsible for ordering and refining the Product Backlog. In NEXUS there is only one Product Backlog for all teams;
2. A Scrum Master, who has overall responsibility for ensuring that the Nexus framework is understood and enacted;
3. One or more Nexus Integration Team Members; they are development experts who ensure that all dependencies between the teams are considered and issues are resolved.

From a requirements point of view the suggestions of Nexus for a cross-team refinement of backlog items is the most interesting aspect [MaKO2016]. Representatives from all teams attend. These representatives should be selected and attend the workshop based on the work being refined instead of the role that they play in their team. Their major task is not only to help the Product Owner refine epics but also to identify key dependencies. These include dependencies on people, domain know-how, technology and external dependencies at least for the next three iterations.
6.5.4 Scrum@Scale

Scrum@Scale follows a slightly different approach to scaling agile projects. It is developed and maintained by Jeff Sutherland and Scrum, Inc. and concisely described in [S@S Guide].

As displayed in Figure 42 Scrum@Scale identifies twelve key areas where specific good practices can be established in an organization over time. These areas are mainly independent of each other and can therefore be improved independently of each other. Companies should strive to establish specific good practices over time (beyond the basic rules of Scrum) wherever they are most urgently needed, for example practices for backlog prioritization or release planning (within the Product Owner Cycle on the right) or for cross-team coordination and continuous improvement and impediment removal (within the Scrum Master Cycle on the left). Specific suggestions for such good practices are not part of Scrum@Scale guide but should be handled in a company specific context.

The Product Owners of the individual teams form their own team, called a MetaScrum. This team maintains a single, prioritized backlog to avoid overlap and duplication. Such MetaScrums hold scaled versions of backlog refinement meetings, where each individual Product Owner (or his/her proxy) must attend. These events occur as often as needed, but at least once per iteration. They generate a coordinated release plan (a roadmap) and decide upon and monitor metrics that provide insight in the product.

Figure 43 shows such a MetaScrum for five teams on the left, led by a Chief Product Owner (CPO) and one additional level in the Product Owner hierarchy with 25 teams lead by a CPO.
As you can see there is always clear responsibility and accountability for each scope.

Scrum@Scale has been used in many large organizations around the globe. On their web site you will find several case studies about success stories and an extensive educational program towards becoming a Scrum@Scale Trainer.

6.5.5 Disciplined Agile (DA) Framework

The Disciplined Agile Framework is the extension of Scott Ambler’s DaD (Disciplined Agile Delivery) method [AmLi2012]. DAD is a successor of the Unified Process suggesting an end-to-end lifecycle for products comprising major phases as depicted in Figure 44.

DAD combines suggestions from many agile approaches (including Scrum, Lean Development, RUP, Kanban, Agile Modeling, Cynefin, Unified Process, eXtreme Programming, Agile Data, DevOps). In such it is a huge collection of good practices embedded in this agile framework.
This delivery process (DAD) is meanwhile embedded in the even larger DA framework that does not only handle agile delivery, but is extended to cover agile DevOps, agile IT up to agile enterprises (cf. Figure 45). The key aspects of this framework are published in [DA Framework].

They have published their own version of the Agile Manifesto on their website – now called the Disciplined Agile Manifesto (mainly replacing the goal of creating “working software” by the goal of creating “consumable solutions”). They suggest detailed practices how to organize teams in the large, how to handle geographical distribution and how to govern agile teams. They also recommend tools to support the overall processes.

### 6.5.6 Other Approaches

Another successful scaling approach has been practiced by Henrik Kniberg at Spotify and Lego. It shows meaningful applications of the basic agile principles without using an explicit scaling framework as described in the previous chapters. Spotify and Lego just took best practices from their Scrum experiences and defined their own scaling approach. For more information watch the videos of Henrik Kniberg [Kniberg].

### 6.6 Summary

Scaling Agile mainly means organizing the cooperation of more than one development team. So, the most important issue is to make sure that mechanisms and rules for communication between the teams are established. If you have to split work, then make sure that you obey Conway's law and organize your teams so that they can locally achieve their results without too much communication overhead and too many dependencies. Nevertheless, the teams have to be able to integrate their results into the bigger picture at regular, short intervals.

Various scaling framework have been developed over the last years providing more or less explicit suggestions on how to organize requirements work in larger organizations.

Figure 46 shows our classification of the different frameworks in two different dimensions. The vertical axis shows their scope (what size problems can the frameworks handle) and the horizontal axis shows their flexibility or interpretability (from very few explicit guidelines to very prescriptive, explicit set of good practices).
As you can see, SAFe and the DA Framework cover the largest scope, while LeSS and Nexus offer most flexibility.
## List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAD</td>
<td>Disciplined Agile Delivery</td>
</tr>
<tr>
<td>DoD</td>
<td>Definition of Done</td>
</tr>
<tr>
<td>DoR</td>
<td>Definition of Ready</td>
</tr>
<tr>
<td>LeSS</td>
<td>Large Scale Scrum (<a href="https://less.works">https://less.works</a>)</td>
</tr>
<tr>
<td>MMP</td>
<td>Minimal Marketable Product</td>
</tr>
<tr>
<td>MVP</td>
<td>Minimal Viable Product</td>
</tr>
<tr>
<td>ROI</td>
<td>Return on Investment</td>
</tr>
<tr>
<td>SAFe</td>
<td>Scaled Agile Framework (<a href="http://www.scaledagileframework.com">www.scaledagileframework.com</a>)</td>
</tr>
<tr>
<td>WSJF</td>
<td>Weighted Shortest Job First</td>
</tr>
</tbody>
</table>
References


[Cooper2004] Cooper, A.: The Inmates are Running the Asylum: Why High Tech Products Drive Us Crazy and How to Restore the Sanity.


LeSS] Large-Scale Scrum: https://less.works. Last visited October 2018.


